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Abstract

Statistical analysis has become an essential part of professional sports to the point that every

major professional team employs expert analysts. With the widespread availability of high

definition streaming data, increased processing power and algorithmic advances, statistical

models are undergoing an evolution from static coarse-grained pre-play models based on simple

statistical data to finer-grained dynamic in-play models that exploit spatio-temporal data and

event streams.

Our primary hypothesis is that Computer Vision (CV) and Machine Learning (ML) research

has opened up the opportunity to develop automated systems to collect the fine-grained data

needed to support these more sophisticated models. We have chosen tennis as our focus on

account of it being a highly structured sport which has enthusiastically embraced technology,

but our research is also applicable to other sports.

In this work, we propose a novel framework for the application of CV and ML techniques to

the in-play spatio-temporal analysis of tennis using commodity hardware with the ultimate

objective of obtaining insights related to players’ performance or prediction of future events.

Our framework consists of three-layers: Vision, Classification and Modelling, each of which

features various algorithmic innovations.

For the Vision Layer we propose a multi-camera system able to detect the player and ball

positions in real-time, at over 60 fps. Their 3D inferred location has an error lower than 10 cm

in 80% of the frames. The Classification Layer uses data from the previous layer to obtain high-

level information. Our contributions within this layer are two-fold: (1) insightful visualizations

of Vision Layer data and automatic extraction of high-level statistics (2) the first deep Neural

Network for fine-grained action recognition in tennis which yields highly competitive results:

88.16% one versus all accuracy for classifying backhands, forehands and serves and 47.22% in

classifying 12 finer-grained actions. The Modelling Layer incorporates the data obtained for

the previous two layers to gain insights about the game. For this layer, we survey and critically

examine different approaches of using tennis spatio-temporal data for prediction and analysis.

Our work opens the door to a deeper understanding of tennis and other sports leading to new

approaches to coaching, better analysis of rivals for developing strategies and in-play match

analysis to enhance spectators’ experience, amongst many other applications.
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Chapter 1

Introduction

“One absolutely cannot tell, by watching, the difference

between a .300 hitter and a .275 hitter. The difference is

one hit every two weeks.”

Michael Lewis

“Moneyball” [2]

1.1 Motivation

Sports analysis has always been of great interest, and for many years coaches have been trying

to design the best training programs and to implement the best strategies to win. For a long

time, the standard approach was to watch previous matches and analyse them using domain

knowledge. It is easy to realise that such ‘historical data’ is a small sample since the coach has

to physically watch each match and is also subject to bias.

In fact, “Moneyball”, a book by Michael Lewis published in 2004 [2], represented a breakthrough

in showing the power of statistical data in sports. The book relates the real story of how the

Oakland Athletics baseball team, which was at a clear disadvantage regarding budget, used

statistical data to find players of underestimated value in the market, and thus built a team

competitive with major teams. The term “Moneyball” has even become part of the standard

vocabulary to describe this statistically-driven approach to make technical decisions in baseball.

1
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Figure 1.1: ‘Sports Analytics’ publications by year of publication, according to Google Scholar.

At that time, the data that was available to professional sports analysts was restricted to

manually annotated events such as the batting average (in baseball), number of first serves

in (in tennis), number of matches won by a particular team or goals scored by a given player

(in soccer). Therefore, most of the modelling and statistical techniques employed to analyse

and predict sports were built for the analysis of coarse-grained manually annotated data. It

is undeniable that such analysis has led to successful game analysis, as in the example of

“Moneyball”. Nonetheless, it has a number of disadvantages:

• The level of precision that can be possibly obtained is limited. For instance, it is im-

possible to detect the exact ball trajectory by simply watching a match. This leads to

coarse-grained data.

• Data collection can be subjective and inaccurate. The bias in the annotator and his/her

mental state can interfere with objectivity in the data. For instance, assessing the speed

of the ball (as fast or slow) can be subjective to prior knowledge on the player and

annotators can also miss shots or overlook important events.

• Collecting such data is tedious and requires hiring experts. There is a restricted number

of people with the necessary skills and willing to do the job. This leads to a corpus of

data which is sparse and limited.
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Since then, the interest in sports statistics has only grown, and this is reflected by the number of

publications on the subject, shown in Figure 1.1. The rise in sports analysis can be traced back

to a number of factors. Its growth is a result of the convergence of a number of technological

trends:

• The proliferation of the Internet in the late 1990s started the data revolution that we are

still experiencing today. It meant that statistical information about players and matches

in a significant number of sports were publicly available and with it came the possibility

of obtaining more substantial corpora of data per player and per team. The rise of online

streaming has also enabled real-time analysis and the replay of a larger amount of previous

matches leading to a better analysis of the opponents.

• The sheer increase in the processing capabilities of CPUs has been dramatic: while

1 GFLOP/s cost US$30 000 in 1997, today the figure is less than US$0.101. This is

before taking into account the emergence of general-purpose GPUs with thousands of

processor cores capable of yielding upwards of 6 000 GFLOPs with a power consumption

lower than 200W. This has enabled increases both in volumes of data that can be handled

and the sophistication of the algorithms that can be applied.

• Regarding the algorithms themselves, the number of open source projects has experienced

an exponential growth. Companies like Microsoft, Google and Facebook are now major

contributors to open source, with more than 10 000 employees contributing to open source

projects in GitHub (one of the major software development platforms). GitHub had 5.8M

active users and 91.4M active open source repositories in the past year and contributions

have increased more than 7 times in the last 3 years2. This has been especially notable in

the areas of Computer Vision and Machine Learning. Figure 1.2 shows the trends of the

interest in major Computer Vision and Machine Learning open source libraries (tensor-

flow, OpenCV, scikit-learn, theano and caffe) according to GitHub and Stack Overflow

(largest online community of developers) metrics.

1Source: https://en.wikipedia.org/wiki/FLOPS
2Source: https://octoverse.github.com/

https://en.wikipedia.org/wiki/FLOPS
https://octoverse.github.com/
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(a) Evolution of StackOverflow Searches3.

(b) Evolution of GitHub Stars (attributed by other users to projects they like)4.

Figure 1.2: Evolution of StackOverflow searches and GitHub stars for popular Computer Vision
and Machine Learning open source libraries: • Tensorflow, • Theano, • scikit-learn,• Caffe,
• OpenCV.

3Graph rendered using http://www.timqian.com/star-history/ on the 6th of September 2017.
4Graph rendered using https://insights.stackoverflow.com/trends on the 6th of September 2017.

http://www.timqian.com/star-history/
https://insights.stackoverflow.com/trends
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Advances in sports analytics have made it an indispensable component of elite sports coaching

and sports broadcasting. As Leigh Steinberg puts it in Forbes: “Today, every major professional

sports team either has an analytics department or an analytics expert on staff” [3]. It is also

common for sports commentators to use historical information in their analysis to keep the

spectators interested. Also, it has represented new business opportunities in many directions,

for example providing consultancy services for the sports industry (e.g. ATASS, STATS) or

offering insights to traders in sports betting (e.g. Stratagem, SmartOdds).

Partnerships between sports clubs or sports competitions and statistical experts as well as the

integration of technology are revolutionising many sports. For example, in US Basketball, the

NBA has a partnership with STATS and SportsVU to expand statistical data and provide

advanced metrics to teams and fans. They provide data including speed and distance covered

by a player, rebounding opportunities, defensive impact or field goal attempts. Figure 1.3 shows

visualisations of the field goals attempted by Kevin Durant on the 2016-17 Playoffs Finals. One

of the biggest impacts of analysis in basketball has been the shift in reducing the number of

mid-range shot (two points) attempts in favour of three-point shots. This trend can be observed

in Figure 1.4 and has received the name of “MoreyBall”, as a combination of “Moneyball” and

Daryl Morey, analyst and Houston Rockets general manager.

(a) FGA Missed and Made.
(b) FGA by Shot Zone.

Figure 1.3: Field goals attempted by Kevin Durant on the 2016-17 Playoffs final5.

5Source: http://stats.nba.com/

http://stats.nba.com/
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(a) Number of 3-point Attempts. (b) Number of Mid-Range Attempts.

Figure 1.4: Evolution of shot attempts in the NBA league from 2009 to 20176.

Another interesting example is the S. L. Benfica soccer club. They use over ten sensors per

player to gather data like player location (see Figure 1.5) or heart rate. They also have teams

of data scientists working with Microsoft Azure Cloud Platform to analyse the extracted data

and get insights into recovery times or stress levels of individual players to help in deciding who

should play in the next match or obtain personalised training programs to optimise performance

and reduce injuries. One of the greatest benefits from their analytic approach to coaching has

come from the financial side, and over the last six years player transfers have resulted in income

in excess of £270 million.

(a) Player Locations. (b) Player Trajectories.

Figure 1.5: Benfica S. L. player tracking technology from Prozone7.

6Source: https://bballbreakdown.com/2016/12/16/the-nba-3-point-revolution/
7Source: https://arstechnica.co.uk/science/2017/05/football-data-tech-best-players-in-the-world/

https://bballbreakdown.com/2016/12/16/the-nba-3-point-revolution/
https://arstechnica.co.uk/science/2017/05/football-data-tech-best-players-in-the-world/
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These are only two examples, but technology and statistical analysis are becoming increas-

ingly integrated into coaching, prediction, and broadcast for many other sports such as cricket

(Figure 1.6) or golf (Figure 1.7).

Figure 1.6: Cricket pitchmap by Hawk-Eye8.

Figure 1.7: Golf trackman technology for analysing shot trajectory9.

8Source: Sky sports Twitter account.
9Source: http://www.leechapmangolf.com/en/technology/trackman/

http://www.leechapmangolf.com/en/technology/trackman/
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In this work, we decided to focus on the sport of tennis although our research is also applicable

to other sports. Tennis is a popular global sport – the Association of Tennis Professionals

(ATP) estimates that last year 4.3 million fans attended ATP events and the TV audience

reached more than 880 million spectators across the season. It is a highly exploited sport also

from the analysis point of view in that a large number of statistical models have been built for

the prediction of match outcomes. This has been possible due to the facility of access to a large

corpus of historical data such as the percentage of first or second serves in, the percentage of

points won in the first or se’cond serve and break points converted. Tennis is also particularly

suited to build mathematical models since the hierarchical scoring system restricts the possible

outcomes to a defined space (whereas the number of possibles scores in a football match can

significantly vary), as we will see in Section 2.1. Also, in “singles” tennis, there are only

two players on court who move in two distinct and defined spaces, reducing complexity when

compared to team sports, in which one has to distinguish players from one another and model

their interactions. Finally, tennis is a sport that has enthusiastically embraced technology, as

can be seen in the following timeline:

• 1974 – First electronic line judge invented by Geoffrey Grant (tennis player) and Robert

Nicks (electronics engineer). It was a system that processed data from pressure sensors

positioned under the court carpet and was able to discriminate between the pressure

exerted by the player or ball and determine its position, shown in Figure 1.8. It was used

in the Men’s World Championship in Dallas and the Ladies Virginia Slims in Los Angeles.

Figure 1.8: First electronic line judge10.

10Source: https://en.wikipedia.org/wiki/Electronic_line_judge

https://en.wikipedia.org/wiki/Electronic_line_judge
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• 1980 – “Cyclops” system introduced in Wimbledon. It was an electronic line judge

system used for serves only, based on the use of infra-red beams that produced an audio

signal if the beam signal was cut by the ball. The system was later introduced in the US

Open and the Australian Open.

• 1989 – Measurement of the serve speed using a radar gun. This system was originally

invented by Jon L. Barker Sr. and Ben Midlock for the military in World War II. The

radar gun sends a number of radar pulses and is also able to receive them when reflected

by the ball (or any object). By knowing the frequency of the sent and received pulses the

system can determine speed based on the Doppler effect.

• 2002 – Hawk-Eye introduced in Wimbledon. Hawk-Eye is a complex system comprising

up to ten high-speed cameras, able to track the ball with high accuracy, obtain its real-

world position and display a reconstruction of any bounce, see Figure 1.9

Figure 1.9: 3D reconstruction of tennis shot by Hawk-Eye11.

• 2006 – Challenges introduced in Wimbledon. Players can request a Hawk-Eye-mediated

line call if they do not agree with the decision of the umpire, with a maximum of 3

unsuccessful challenges allowed per set. In a tie-break the challenge counter is reset and

players are allowed a maximum of 3 unsuccessful challenges again, which is reset every

11Source:http://trolltennis.com/2016/11/19/saturday-school-10-technological-headways-of-tennis/

http://trolltennis.com/2016/11/19/saturday-school-10-technological-headways-of-tennis/
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Figure 1.10: Slamtracker analysis for the Wimbledon 2013 final12.

12 games. Challenges were subsequently adopted by 80 other ATP/WTF tournaments

up to date.

• 2012 – Introduction of IBM Slamtracker, an application presenting real-time scores and

statistics (between 15 and 25 parameters for each point) to augment the experience of

fans, as shown in Figure 1.10.

• 2013 – Hawk-Eye starts tracking the players.

Unfortunately, not all of the collected data is publicly available, especially spatio-temporal

data. The state-of-the-art technology involved in officiating and collecting data in sports is

the Hawk-Eye system [4], mentioned above. This system is extremely accurate but also highly

sophisticated, comprising between 8 to 10 high-speed cameras (up to 1 000 fps) and an extremely

powerful computer. The fact that this technology is equipment-intensive, costly and requires

12Source: http://www.wimbledon.com/

http://www.wimbledon.com/
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expertise to install it on a court restricts its availability to the high profile venues of major

tournaments. In addition to this, the spatio-temporal data is of highly restricted access and

Hawk-Eye does not collect high-level data (e.g. type of shot played).

Another notable system for spatio-temporal data collection in tennis is the Playsight Smart-

Court [5], released around 2013. Similar to Hawk-Eye, it provides tracking of the players and

ball but also includes some additional analysis of the game. It is a less sophisticated version

of Hawk-Eye regarding equipment and, for instance, only uses five cameras. Different from

Hawk-Eye, it is fully automated and, once installed in a court, it does not require an expert

to be present. However, the system is not mobile and only accessible to players with access

to courts in which a Smart-Court system has been installed, making it an elitist system only

available to a small proportion of tennis players. This is illustrated by the fact that currently,

there are only 7 tennis Smart-Courts installed in the UK, 6 of which are in the Greater London

area.

Even though the availability of tennis spatio-temporal data is limited and there is a lack of

historical data, the potential for using spatio-temporal data to build intra-point tennis models

has been recently exposed [6]. The authors obtained promising results, but their rally models

do not incorporate the serve, lack historical reach because they have limited access to Hawk-Eye

mediated data and do not use high-level information like ‘type of shot’, since this is not cur-

rently extracted by Hawk-Eye. In 2009, G. Hunter and K. Zienowicz [7], succesfully developed

a Markov model to simulate tennis rallies based on the type of stroke. The data used in their

work were manually annotated types of stroke from videos, limiting the amount of data that

could be used in their models. Another contribution has come from D. Spanias [8] who pre-

sented low-level intra-point Markov chain models of rallies and serves based on spatio-temporal

information; however, the authors lacked sufficiently detailed data to apply this approach.
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1.2 Objectives

To further develop fine-grained models in tennis, limitations in the availability of spatio-

temporal tennis data have to be overcome, and a fully automated and accessible system for

data collection is required. We believe that advances in Computer Vision and Machine Learning

have made it possible to obtain accurate spatio-temporal tennis data from commodity hardware

in an unobtrusive and affordable manner in real-time. However, for such a system to be useful

in the analysis and understanding of intra-point dynamics in tennis, it must be built within

a framework that connects raw visual data to tennis analysis. Such a framework can bring

new insights related to players’ strategies, their strengths, and weaknesses or the prediction of

future events, amongst other opportunities.

In this thesis, we investigate how this goal can be achieved within the context of tennis, which

entails the achievement of the following specific objectives:

• Design a framework for the application of Computer Vision and Machine Learning to

in-play tennis analysis using commodity hardware.

• Build a Vision system able to find the player and ball position in a tennis match or training

session with the constraints of being accurate, easy to install, unobtrusive, real-time and

affordable in terms of financial cost.

• Analyse spatio-temporal data to automatically obtain high-level statistics and offer in-

sightful visualisations.

• Classify fine-grained tennis actions from videos.

• Place the achieved work within the context of existing research in the area of spatio-

temporal data collection in tennis. This requires overcoming the challenge of comparing

different approaches to visual data collection in sports as no benchmarks exist for most

sports research.
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1.3 Contributions

The main contribution of our work is the design and implementation of the framework shown

in Figure 1.11 and the algorithmic innovation developed within this context. The framework

was designed for the application of Computer Vision and Machine Learning techniques to tennis

with the objective of enabling the fine-grained analysis of tennis, the prediction of future events

and the revealing of insights from an affordable, real-time (over 60 fps) and unobtrusive system.

In this thesis, we investigate how these goals can be achieved within the context of tennis, but

our research is also applicable to other sports. Our approach presents a three-layered framework

with a Vision Layer, a Classification Layer, and a Modelling Layer. They compose a hierarchical

structure in which each layer uses the information from the previous ones to reach a higher level

of abstraction. The basis of our model is the Vision Layer which retrieves the relevant spatio-

temporal information from tennis video feeds, mainly the ball trajectory and player position.

The output of the Vision Layer is fed to the Classification layer to obtain high-level information

including the number of shots in a rally, movement patterns and shot classification (backhand

return, smash, net approach etc.) Finally, the Modelling Layer incorporates the data obtained

in the previous two layers into a tennis model to understand players’ patterns and strategies

and predict future events. In this thesis, the Modelling Layer is presented as a review of work

done by other researchers and without analysing our own data. With this chapter we wanted

to show the potential of our framework and the data collected in it. We provide a critical

analysis of different state-of-the art techniques, and show how our framework addresses some

of its limitations.

Our objective is to show how such a framework can lead to the same quality of analysis, or

even higher level than that provided by highly sophisticated systems such as Hawk-Eye, but

using commodity hardware. For this, we also present algorithmic innovation within the context

of the individual layers by taking advantage of the advances in Computer Vision and Machine

Learning techniques.
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CLASSIFICATION	LAYER
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Court	detection

Ball	detection
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Prediction

Sec	3.1

Sec	3.2

Figure 1.11: Framework overview.
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1.3.1 Vision Layer

We present a low-cost spatio-temporal data collection system for tennis using four cameras and

commodity hardware. It has the following capabilities:

• Court detection: We develop an algorithm for the automatic detection of the court lines.

The algorithm has three main steps: select court pixels using domain knowledge, fit lines

to court pixels with the Hough Transform algorithm and find correspondences between

these and specific court lines (e.g. the baseline). This last step is done by evaluating

the court fitting for different possible configurations and selecting the best one; we also

compute a level of confidence for each court detection.

• Player tracking: We perform player detection in two steps: (1) reconstruction of a back-

ground image by selecting the pixels that are most stable across a number of frames and

(2) selection of the largest object (i.e. the player) of moving pixels within an automat-

ically determined region of interest. The player position is represented in two ways: a

bounding box enclosing the whole player and the centre of mass of the area within the

contour of the player. In all the tested frames, the predicted centre of mass was inside

of the ground truth bounding box of the player and its distance from the centre of the

ground truth bounding box never exceeded 40 pixels (representing an error of 20% of the

bounding box in 80% of the frames).

• Ball tracking: For this, we select moving foreground pixels by frame differencing and

cluster them into ball candidates. Then the best candidate is selected using a random

forest approach based on shape (defined in terms of Hu moments [9]) and ball trajectory.

The ball position was detected with an error lower than 2 pixels for more than 75% of

the frames, and never exceeded 6 pixels; this was a very good result considering that the

ball has a size of up to just 10 pixels (depending on camera proximity).

• Infer the 3D player and ball coordinates relative to the court: Knowing the court lines

it is possible to estimate the position of each of the four cameras and obtain the 3D

coordinates of the objects of interest through triangulation. Both the ball and player
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predicted locations had an error lower than 10cm for 80% of the frames. We consider

these results to be of good quality, especially considering the size of the player and ball,

i.e. approximately 50cm × 170cm × 20cm and 7cm of diameter respectively.

• Visualization: We replicate the results in a 3D virtual environment using Unity13 for

visualisation purposes.

1.3.2 Classification Layer

The work relating to this layer illustrates the kinds of higher-level analysis that can be enabled

by the data emerging from the Vision Layer. This includes the extraction and visualisation

of high-level tactical information as well as a component for fine-grained action recognition in

tennis.

High-Level Tactical Information

From the data extracted in the Vision Layer, we can obtain high-level information such as the

timing of the strokes of each of the players, number of shots in a rally, maximum ball speed or

area covered by each player. We can also show visualisations that provide insights by displaying

frequency maps of player movement, ball trajectory, and ball landing position.

Action Recognition

We develop and train a novel deep neural network for domain-specific action recognition in

tennis. We performed our research on a challenging and publicly-available dataset containing

RGB low-definition videos of fine-grained tennis actions, called THETIS [10]. The actions are:

• backhand (two handed)

• backhand

• backhand (slice)

• backhand (volley)

13https://unity3d.com/

https://unity3d.com/
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• forehand (flat)

• forehand (open stance)

• forehand (slice)

• forehand (volley)

• service (flat)

• service (kick)

• service (slice)

• smash

This is the first application of neural networks to fine-grained tennis action recognition, and

one of the few applications to fine-grained actions in general. Most of the available research

in the field of sports action recognition is performed on datasets that are not accessible to the

public, and with this work we also aim at encouraging other researchers to use publicly available

datasets so their work can be compared.

We obtain very promising results of 47.22% accuracy of one class against all others in classifying

the previously listed 12 fine-grained actions and 88.16% for classifying backhands, forehands and

serves. We also find some interesting results when applying the system to amateur, compared

with professional, players and show that our neural network can also be used in applications

beyond tennis.

1.3.3 Modelling Layer

To address the Modelling Layer, we survey different methods that incorporate visual informa-

tion for the analysis of tennis matches. We did not find a published account of the different

approaches that use spatio-temporal data to analyse tennis and considered that such a piece of

work was essential not only to bring together previous research but also to provide a sense of

the current developments in the field.

1.4 Declaration of Originality and Publications

I declare that I am the sole author of the work written in this thesis. Results from collaborations

are clearly indicated and ideas and results from other researchers are fully cited.
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The following peer-reviewed publications emerged as part of the work in this PhD:

• S. Vinyes Mora, G. Barnett, C. da Costa-Luis, J. Garcia Maegli, M. Ingram, J. Neale,

and W. J. Knottenbelt, “A Low-Cost Spatiotemporal Data Collection System for Tennis,”

in Proceedings of the 5th Mathematics in Sport Conference, (Loughborough, UK), June

2015.

(Chapter 4)

• S. Vinyes Mora and W. J. Knottenbelt, “Spatio-Temporal Analysis of Tennis Matches,”

in Proceedings of the 3rd ACM KKD Workshop on Large Scale Sports Analytics, (San

Francisco, California, USA), August 2016.

(Chapter 5)

• S. Vinyes Mora and W. J. Knottenbelt, “Deep Learning for Domain-Specific Action Recog-

nition in Tennis,” in Proceedings of the 3rd IEEE International CVPR Workshop on Com-

puter Vision in Sports, (Honolulu, Hawaii), July 2017.

(Chapter 6)

1.5 Thesis Outline

This thesis is structured in the chronological order of our work rather than the order of layers

in Figure 1.11 as we believe it provides a better understanding of our research:

Chapter 2 describes the sport of tennis, providing information about its rules and scoring

system and reviews the evolution of modelling of the sport. Then an overview of the fields

of Computer Vision and Machine Learning is provided in conjunction with a description

of the most relevant techniques in each area.

Chapter 3 surveys the research that has been done in the analysis and prediction of tennis

using spatio-temporal data. Advantages and current limitations are reviewed to provide

not only the first survey in this area of research but also to motivate the work presented

in the rest of this thesis.
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Chapter 4 presents our novel system for the real-time extraction of spatio-temporal data

in tennis using unobtrusive, portable and affordable technology. The proposed system

detects the 2D location of the tennis ball and players in videos fed by 4 cameras. Then,

their 3D location is obtained via triangulation. This chapter also presents a quantitative

evaluation of the detection accuracy, which is not common in the area of object detection

in sports.

Chapter 5 analyses the data extracted from the Vision Layer system, presented in the pre-

vious chapter, to automatically obtain higher level tactical information and show visual-

isations of the data.

Chapter 6 presents our application of deep learning to action recognition in tennis. We

present a robust algorithm able to classify fine-grained tennis actions directly from RGB

videos and with the ability to generalise to other domains.

Chapter 7 concludes the thesis by reviewing the most relevant points presented and discusses

limitations and future work.



Chapter 2

Preparation for the Big Game:

Background

This chapter provides a brief explanation of the game of tennis and reviews the evolution of

techniques for its analysis, from classical to contemporary approaches. Theoretical background

in the fields of Computer Vision and Machine Learning is provided, in conjunction with selected

algorithms in these areas that are pertinent to our work.

2.1 The Tennis Game Explained

Tennis is a racket sport that entails competition between two opponents, who can be individual

competitors or teams of two players. It is played on a court of standard dimensions; Figure 2.1

shows the court dimensions and nomenclature associated with it. The detailed rules of tennis

are publicly available from the International Tennis Federation (ITF) website1. Here we provide

an overview of the fundamentals of its scoring system. It has a hierarchical structure in which

winning points leads to winning games, winning games leads to winning sets, and finally winning

sets leads to winning the match. Playing a point starts with a service and for a service to be

valid, the serving player must serve from behind the baseline, and the ball must go over the

1Source: http://www.itftennis.com/officiating/rulebooks/rules-of-tennis.aspx

20

http://www.itftennis.com/officiating/rulebooks/rules-of-tennis.aspx
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Figure 2.1: Diagram of a tennis court with its associated nomenclature and dimensions.

net cleanly and land within the diagonally-opposite service box. When the ball correctly lands

within the diagonally-opposite service box having touched the net, it is called a “Net” or “Let”

and the serve is repeated without counting it as a fault. Otherwise, it counts as a fault. If the

latter occurs, the player who was serving can play a second serve. If the second serve is also

a fault, the opposing player wins the point. If the service is valid, a rally follows in which the

players return the ball back and forth. Each player must return the ball inside of the court and

before it bounces twice. Failing to do so results in ending the point, which is won by the last

player to have returned the ball within the regulations. The player serving changes at the end

of each game and players change ends after every odd game (1st, 3rd etc.) The server must

stand on the right side for his serve at the beginning of the game and alternate sides for every

point. In a standard game, each player earns points as follows: no points – “love”, first point –

15, second point – 30, third point – 40, fifth point – “Game”. If both players get three points

(score of 40 – 40), the score is “Deuce”, and new rules apply: the player winning the next

point has “Advantage”, and if he/she wins another point he/she wins the game. Otherwise

the score returns to “Deuce”. Therefore to win a game from “Deuce” a player must score two

consecutive points. The first player to win at least 6 games by a margin of at least two games
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with respect to the opponent’s score wins a set. If both players reach 6 games, different rules

can be used. The two most common are: 1) “Tie-break set”, where a tie-break game is played

in which points are scored 0, 1, 2 etc. and the first player to win 7 points, with a margin of at

least 2 points wins the set, and 2) “Advantage set”, where the set continues until a margin of

two games is reached. In general, women play matches to best of 3 sets matches at all levels

of competition, while men play best of 5 sets in certain major tournaments, and best of 3 sets

otherwise.

2.2 Markov Chains

Markov chains, named after the mathematician Andrey Andreyevich Markov, are stochastic

processes satisfying the Markov property of “no-memory” in which the evolution of a process

is conditional only on the current state at each stage. Changes of state are called transitions,

the probabilities associated with the transitions called transition probabilities and a transition

matrix is usually used to specify these variables. Figure 2.2 is a diagram representing a Markov

chain with three states: s1, s2 and s3, and its corresponding nine transition probabilities:

p11, p12, ..., p33, in which pxy is the probability associated with the transition from state x

to state y. Table 2.3 presents the transition matrix associated with this Markov chain. The

transition probabilities follow the property
∑

j pij = 1 for all states i, since for each state i,

the probabilities of moving to state j (where j could equal i) must sum to 1.

Figure 2.2: Markov chain example.

To state

F
ro

m
st

at
e s1 s2 s3

s1 p11 p12 p13
s2 p21 p22 p23
s3 p31 p32 p33

Figure 2.3: Transition matrix.
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2.3 Classical Tennis Models

Most tennis prediction models belong to one of these classes: regression models, paired com-

parison, and point-based models. An overview and in-depth comparison between them has

recently been published by Kovalchik [14]. The first two directly predict the winner of a match

from statistical data, while the latter calculates the probability of winning a match from the

probability of winning a point on serve, better reflecting the dynamics of a tennis game.

In 1960, John G. Kemeny and James Laurie Snell presented one of the earliest applications of

Markov Chains to model tennis using the fixed probability of winning a point as its building

block [15]. This model represents the basis for most tennis point-based models. Using the

Barnett and Clarke formulation [16], the Markov Chain states are the game scores and the

probability P (a, b) of player A winning the game when the score is a, b2 is calculated based on

the probability p of player A winning a point:

P (a, b) = pP (a+ 1, b) + (1− p)P (a, b+ 1)3 (2.1)

Similarly, the probability of winning a set is calculated from the probability of winning a game

and the probability of winning a match from the probability of winning a set. Details of the

calculations can be found in [17].

Another commonly used formulation to predict the probability of winning a tennis match from

the probability of winning a point is that of O’Malley [18]:

M3(p, q) = S(p, q)2[1 + 2(1− S(q, p))] (2.2)

M5(p, q) = S(p, q)3[1 + 3(1− S(p, q)) + 6(1− S(p, q))2] (2.3)

2Using scoring 0, 1, 2, etc. rather than 0, 15, 30 etc.
3This is the original formula in the paper , but Dr Gordon Hunter notes the formula should be P(a, b) =

pP(a - 1, b) + (1- p)P(a, b - 1)
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M3(p, q) and M5(p, q) are the conditional probabilities of winning a best-of-three-sets and best-

of-five-sets matches respectively, based on the probability of winning a point on serve p and on

return q. S(p, q) is the probability of winning a tiebreaker set as a function of p and q, which

is calculated from the probability of winning a game and tie-break. Readers interested in the

detailed formulation are directed to [18].

All of the above models assume that tennis points are independent and identically distributed.

In 2001, Klaasen and Magnus made a significant contribution to the field by showing that the

assumption, even though not strictly true, is reasonable for forecasting applications [19].

The application of point-based models described above to forecasting requires knowing the

probability of winning a point. The estimation of this value is not straightforward and requires

taking into account the ability of both players in the match. For this reason, over the years,

effort has been put into refining the calculation of the probability of winning a point:

• In 2005, Barnett and Clarke estimated the probability of winning a point on serve and

return by taking into account the abilities of both players in the match [20]. Their model

also considers the effects of court surface by adapting to specific tournaments. They

estimate the percentage fij of points won by player i when serving against player j as

follows:

fij = ft + (fi − fav)− (gj − gav) (2.4)

Here ft represents the average fraction of points won on a serve in the current tournament.

The second term (fi−fav) reflects the ability of player i serving by calculating how much

the fraction fi of points won on serve by player i exceeds the average fraction fav of points

won on serve across professional players. The third term (gj − gav) represents the ability

of player j returning as the excess of the fraction gj of points won on return by player j,

compared to the average fraction gav of points won on return across professional players.

Similarly, the combined fraction gji of points won on return by player j when player i is

serving is estimated as:

gji = gt + (gj − gav)− (fi − fav) (2.5)



2.3. Classical Tennis Models 25

Assuming that the second serve is successful, the fraction of points won on serve and

return are estimated as follows:

fi = aibi + (1− ai)ci (2.6)

gi = aavdi + (1− aav)ei (2.7)

where ai is the probability of player i getting the first serve in, aav is the average probabil-

ity of successful first serves across professional players, bi is the proportion of points won

from successful first serves by player i, ci is the proportion of points won from successful

second serves by player i, di is the proportion of points won by player i when receiving a

first serve and ei is the proportion of second serve points won by player i when receiving.

This new definition of the probability of winning a tennis point is more accurate than

previous formulations, since it takes into account the skill of both players in the match.

However, the main drawback is that better players play amongst each other more often

than with weaker players and vice-versa. Therefore, in Equations (2.4) and (2.5) player j

might be stronger than player i, but fj might be lower than fi because player j generally

faces stronger opponents.

• In 2012, Knottenbelt, Spanias and Madurska refined further the formulation of the prob-

ability of winning a point and addressed the previously mentioned drawback [21]. They

introduced the concept of common opponents, who are players that have faced both play-

ers of the current match on a previous occasion. In the common opponent analysis model,

the data selected for predicting a match between two players A and B is of the matches in

which they played common opponents, since players A and B may have only faced each

other rarely, or not at all. The metric ∆AB
i is used to represent the advantage of player

A over player B with respect to a common opponent Ci:

∆AB
i = (spw(A,Ci)− (1− rpw(A,Ci)))− (spw(B,Ci)− (1− rpw(B,Ci))) (2.8)



26 Chapter 2. Preparation for the Big Game: Background

where spw(a, b) and rpw(a, b) are the proportions of service and return points won by a

against b respectively. Players A and B are the players of the match to be predicted, and

Ci is their ith common opponent.

This value can be used to influence the probability of player A and of player B winning

a game, set and match when they play each other in point-based models. For example,

applying it to O’Malley’s formula results in the following probability Pr(A beats B via Ci)

of player A winning a best-of-three-sets match against player B, when using the data

involving the common opponent i:

Pr(A beats B via Ci) ≈
M3(0.6 +4AB

i , (1− 0.6)) +M3(0.6, (1− (0.6−4AB
i )))

2
(2.9)

Equation (2.9) is calculated as the average of two match probabilities following O’Malley’s

formulation in Equation (2.2). The value 0.6 is chosen to represent the average probability

of a professional player winning a point on serve against another professional player. As

shown by O’Malley [18], the exact value of this parameter has negligible effect on the

match winning probability, since the primary determiner of the match winning probability

is the difference in serve winning probabilities.

In the first match probability, the probability of player A winning a point on serve is

the average probability of winning a point on serve plus 4AB
i , which is the advantage of

player A over player B with respect to the common opponent i. In the second match

probability, the probability of player A winning a point on return is 1 minus the probability

of B winning a point on serve. This last term corresponds to the average probability of

winning a point in serve minus 4AB
i , which is the advantage of player A over player

B with respect to the common opponent i. Then, this value can be averaged over N

common opponents to find the probability of A winning a match against B as follows:

PAB
avg =

∑N
i=1 Pr(A beats B via Ci)

N
(2.10)
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This model has been shown to achieve an average match win prediction accuracy of 63.3%4

over the prediction of matches in the following tournaments: ATP 2014 – 64.9%, WTA

2014 – 61.2%, ATP 2015 – 66.2% and WTA 2015 – 61.0%. However, a major disadvantage

of this approach is that it uses a limited amount of the available statistical data, since it

ignores matches with players outside of the set of common opponents.

• In 2013, Goldsack and Knottenbelt developed the impact model to address the limitations

of the common opponent model [22]. Their approach for reflecting players’ skill is by

looking at their impact on the key dimensions of their opponents’ performance when

facing them in a match. This metric is calculated for impact on service and return

separately. The impact ∆pjs of player j serving is:

∆pjs =
1

Kj
Σ
Kj

k=1(p
ik
s − pis) (2.11)

where k = 1, ..., Kj are the matches played by j, piks is the probability of winning a point

on serve by player i in match k and their average performance is pi.

Historical data can be combined into the player’s impact to estimate the proportion of

service points won by player A against player B:

spw(A,B) = spwA + ∆pBs (2.12)

where ∆pbs is the serve impact of player b. This can also be done for returns points

won (rpw). Finally, match prediction is achieved using the O’Malley formula from Equa-

tion (2.2) and the estimated values for spw(a, b) and rpw(a, b), the proportion of service

and returning points won by a against b respectively. This model outperformed the

common-opponent model, obtaining an average match win prediction accuracy of 66.0%

over the prediction of matches in the following tournaments: ATP 2014 – 67.5%, WTA

2014 – 65.3%, ATP 2015 – 68.3% and WTA 2015 – 62.9%.

4Although [14] mentions that in 2014 ATP, “higher ranked players won 68% of matches”.
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As we have seen above, for models that reflect the dynamics within a tennis game, the standard

is to use Markov Chains based on the probability of winning a point and, for more than 50

years, research has focused on improving accuracy in predicting the probability of winning a

point. As discussed next, this trend has been broken in recent years.

2.4 Evolution of Tennis Models

In recent years, the field of tennis modelling has been evolving towards more sophisticated and

finer-grained models, interested in understanding what happens at the point level. This type

of model is also particularly suitable for in-play analysis, with the ability of updating winning

probabilities as the match progresses. In this direction, Spanias presented an extension of

classical tennis models with a Markov Model for a tennis service and rally using spatio-temporal

information [8]. Figure 2.4 shows a diagram for modelling the service using location information

(‘Positioning choice’) and higher-level tactical information (‘Serve speed’ and ‘Type of service’).

Similarly, the rally model in Figure 2.5 also uses spatio-temporal information to determine who

will win the rally, and therefore who will win the point. Unfortunately, the authors were

not able to test their approach because the data necessary for these models is lacking or of

highly restricted access. It is interesting to note that the data used in Figure 2.5 could also be

obtained from acoustic data, as has been shown in [23]. However, in this thesis we focus on

spatio-temporal information obtained from visual data.

Researchers from the Queensland University of Technology, Disney Research Pittsburgh and

the Australian Institute of Sport have had access to a selected amount of Hawk-Eye data and

have shown how it can be used to develop finer-grained models [6; 24–26]. Their research

has provided insightful analysis of a tennis match and will be reviewed in more detail in the

next chapter. However, their work is still limited by availability of data, and two of the main

drawbacks in their work comes from lack of historical data and high-level data such as the type

of shot executed.
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Service	type	
choice

Positioning	
choice

Outcome

Flat Slice Twist
Topspin
-Slice Topspin

Box	Corner Box	Center Court	Center

Fault Rally Ace

Serve	speed

Fast	serve Slow	serve

Start	serving

Figure 2.4: Markov chain for a serve, based on [8].

Figure 2.5: Markov chain of a rally, based on [8].
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2.5 Computer Vision

Computer Vision as a field was born from the effort of making machines able to understand

visual information such as images or videos. For humans, processing such information seems

straightforward and feels effortless [27]. For example, it is easy for us to detect how many people

are in a photograph and recognise who they are, provided that we know them, understand 3D

shapes and textures from objects around us so that we can interact with them or identify

objects such as the table or chairs even when illumination changes.

Given this, one might wonder why it is such a difficult task for computers. First of all, even if

vision feels effortless to us, it is a very complex task for our nervous system [28; 29]. Research in

Neuroscience to understand the visual system has been of prime importance for many years and

we still do not entirely understand its functioning. In fact, Professor Mriganka Sur of MIT’s

Department of Brain and Cognitive Sciences said that “half of the human brain is devoted

directly or indirectly to vision”5. It is hard to estimate the exact percentage of the brain

dedicated to vision but is it widely accepted that the proportion is very high6. In addition to

this, being able to process visual information also requires knowledge about the world. For

instance, humans have the knowledge of what components constitute faces, animals or objects.

Hubel and Wiesel received a Nobel Prize for their research in the visual processing of the

brain. In 1962 they performed one of the experiments that have most influenced the fields of

Neuroscience and Computer Vision [30]. The study involved measuring the activity of neurons

from cats that were looking to a projection of images of light patterns in front of them. From

this, Hubel and Wiesel discovered that some neurons, which they named ‘simple cells’, were

responding only to edges with a precise orientation and in exact locations while others, that they

called ‘complex cells’, were activated by edges in any position and to specific motion patterns.

This work was the inspiration for SIFT feature extraction, a well-known feature extraction

algorithm in Computer Vision [31]. Figure 2.6 is a diagram showing the specific response of a

‘simple cell’ to the orientation of the stimulus.

5Source: http://news.mit.edu/1996/visualprocessing
6http://channel.nationalgeographic.com/brain-games/articles/brain-games-watch-this-

perception-facts

http://news.mit.edu/1996/visualprocessing
http://channel.nationalgeographic.com/brain-games/articles/brain-games-watch-this-
perception-facts
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Figure 2.6: Tuning curve for neuron in Visual Cortex7.

Figure 2.7: Face keypoints and mesh for facial recognition applications8.

Computer Vision has been evolving in a great number of directions such as object recognition,

face recognition (Figure 2.7), pose estimation (Figure 2.8) or image captioning (Figure 2.9). As

a result of the advances in the field, we can see many applications of computer vision in our

everyday lives. Some examples of these are:

• Postal Service: Postal automation involves automatically reading addresses, most of which

are handwritten and therefore require Computer Vision techniques able to process this

data.

• ePassport gates: Many airports have electronic gates able to automatically read the rel-

evant information from biometric passports, scan the photograph and recognize whether

the person standing in front of the machine is the same as in the photograph.

7Source: http://www.cns.nyu.edu/~david/courses/perception/lecturenotes/V1/lgn-V1.html
8Source: https://petapixel.com/2016/06/30/snapchats-powerful-facial-recognition-technology-works/

http://www.cns.nyu.edu/~david/courses/perception/lecturenotes/V1/lgn-V1.html
https://petapixel.com/2016/06/30/snapchats-powerful-facial-recognition-technology-works/
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Figure 2.8: Pose estimation, from [32].

• Autonomous cars: self-driving cars have already been commercialized (e.g. by Tesla) and

they require an understanding of their surroundings including road signs, moving objects

and people around them, which is achieved using advanced Computer Vision techniques.

• Augmented reality: in the context of vision, this technology integrates computer-generated

images with real-world ones. This requires recognising objects in the environment so that

the computer-generated images can be superimposed in a coherent way. It has been in-

tegrated into games (e.g. Pokemon Go), messaging applications (e.g. Snapchat) and has

potential in many other areas such as retail.

For a more thorough account of the field of Computer Vision, interested readers are invited to

refer to [34].
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Figure 2.9: Image captioning, from [33].

2.5.1 Optical Flow

Optical flow is used to represent the apparent motion of an image. James J. Gibson, an

American psychologist pioneer in visual perception, was working in preparing training films for

pilots in World War II when he developed his optical flow theory [35]. He proposed that when

moving directly towards a target, that target seems to be motionless and the surroundings seem

to go in the opposite direction with nearer objects moving faster, as shown in Figure 2.10. In

Computer Vision, optical flow represents the apparent movement of objects between consecutive

frames and works under the assumption that the object itself does not change colour over

the frames and illumination remains uniform. Based on this assumption, if the pixel with

coordinates (x, y) at time t moves by a distance dx and dy in the x and y directions respectively

during the time interval dt:

I(x, y, t) = I(x+ dx, y + dy, t+ dt) (2.13)
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where I(x, y, t) represents the intensity of the pixel with coordinates (x, y) at time t. From

this, the following optical flow equation can be obtained by Taylor series approximation:

δI

δx
u+

δI

δy
v +

δI

δt
= 0 (2.14)

where u and v are the optical flow components in the x and y direction and δI
δx

, δI
δy

and δI
δt

are

the derivatives of the image with respect to x, y and t. The optical flow vector is [u, v] and

different techniques exist to calculate it from the above equations; in our work, we used the

Lucas–Kanade Method [36].

Figure 2.10: The idea of optical flow (shown by the arrows) was hypothesised by Gibson9.

2.5.2 Feature Extraction

For many computer vision applications such as image classification or object detection, instead

of processing the raw image as a matrix of colour values, a feature representation is used because

it is supposed to meaningfully represent the image in a lower dimensional space. The choice

of features is crucial to the success of the classifier (or any other algorithm) that will be used

to complete the computer vision task (e.g. image classification, object detection, etc.) A large

range of feature extraction algorithms exist: SIFT [31], Harris [37], HOG [38], etc. Here we

will describe HOG and SIFT since they are standard feature representations used in action

recognition. [39] is a survey of action recognition, revising the most popular feature extraction

techniques for this application.

9http://www.users.totalise.co.uk/~kbroom/Lectures/gibson.htm

http://www.users.totalise.co.uk/~kbroom/Lectures/gibson.htm
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Histogram of Oriented Gradients (HOG)

HOG was initially designed for pedestrian detection [38], and it consists of four main steps:

1. Divide the image into patches of 8× 8 pixels10.

2. Calculate the gradients for each pixel: In image processing, the gradient ∇I of an image

I measures its change in intensity (colour value), as illustrated in Figure 2.11. As a more

formal definition, it corresponds to the partial derivative of the image value I with respect

to the x and y directions:

∇I =
[δI
δx
,
δI

δy

]
(2.15)

A commonly used technique to perform such operation in images is to apply the
[
−1, 0, 1

]
filter kernel to the image in the x and y directions separately.

3. Calculate a 9-bin11 histogram per patch: The application of the previous step results in a

gradient vector (with magnitude and direction) for each pixel in the 8× 8 patch. A 9-bin

histogram is created to represent the collection vectors of all pixels in the 8 × 8 patch.

Each bin in the histogram corresponds to an angle range, representing the direction of

the vector and the height of each bar is calculated by adding up the magnitude of vectors

with the corresponding angle, as shown in Figure 2.12.

4. The resulting feature vector is a normalisation and concatenation of the histograms for

every patch.

Scale Invariant Feature Transform (SIFT)

SIFT is a feature extraction algorithm that detects local keypoints and descriptors invariant to

scaling and rotation, published by David Lowe in 1999 [31]. Therefore, SIFT features can be

used to represent a given object and recognise it in images where the angle of view or scale is

different.

108× 8 are the dimensions originally used in [38], although other sizes can be used
119 bins performed best for the human detection experiments of [38]
12Source: https://en.wikipedia.org/wiki/Image_gradient

https://en.wikipedia.org/wiki/Image_gradient


36 Chapter 2. Preparation for the Big Game: Background

Figure 2.11: Image gradients vectors represented by blue arrows12.

Figure 2.12: Diagram of the steps to construct a histogram of gradients, adapted from [40].

The first step in the SIFT algorithm is finding key points in the image. One of the most

common approaches to find key points is the application of the Differences of Gaussians (DoG)

function to the image at various scales. The first step in this process requires the application of a

Gaussian kernel to the image. A 1-dimensional Gaussian distribution with mean µ and standard

deviation σ2 can be formalized as Equation (2.16) and as Equation (2.17) for D-dimensions,

with µ the D-dimensional mean vector and Σ the D ×D covariance matrix [41].

N (x|µ, σ2) =
1√

2πσ2
e−

1
2σ2

(x−µ)2

(2.16)

N (x|µ,Σ) =
1

(2π)D/2
1

|Σ|1/2
e−

1
2
(x−µ)TΣ−1(x−µ)

(2.17)

Applying a Gaussian kernel to an image results in blurring it and the value of σ determines the

level of blurring. Taking the difference between images with different blurs is like performing
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a band-pass filter operation, selecting only a range of spatial frequencies. This is performed at

various scales of the image. This process is shown in Figure 2.13 and has the name of Gaussian

pyramid. Salient points are detected by selecting pixels which represent local extrema in the

space and scale dimension. Selected points are refined by discarding points belonging to an edge

or with little contrast. Each key point is assigned a dominant orientation based on gradients, as

described above and for each key, a descriptor is generated as a histogram of gradients for the

key point and its neighbouring pixels. For more details about this process, the reader is directed

to [31]. The main difference between SIFT and HOG is that the first is a local descriptor and

the latter provides features for the entire image. SIFT is used to recognise objects by matching

key points with corresponding characteristics, as illustrated in Figure 2.14.

Figure 2.13: 5-level image pyramid diagram13. Figure 2.14: SIFT feature matching14.

7Source: https://en.wikipedia.org/wiki/Pyramid_(image_processing)
8Source: http://www.robots.ox.ac.uk/~vgg/share/SearchPractical2012.html

https://en.wikipedia.org/wiki/Pyramid_(image_processing)
http://www.robots.ox.ac.uk/~vgg/share/SearchPractical2012.html
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2.5.3 Hough Line Transform

Cartesian vs Polar Coordinates

The Cartesian coordinate system specifies each point in the plane by a pair of coordinates x0

and y0 along the x and y orthogonal axes, as shown in Figure 2.15. The polar coordinate system

is also two-dimensional, determined by a point (the origin) and a polar axis. These are shown

as the point O and x axis in Figure 2.15, respectively. A point a in the polar coordinate system

is defined by the distance ρ from the origin to the point and the angle θ between the polar

axis and the line passing through O and a. In this section, polar coordinates are expressed as

(θ, ρ)P and Cartesian coordinates as (x, y)C .

Figure 2.15: Point a in a polar and Cartesian coordinate system.

Line Definition

In a Cartesian coordinate system, a line can be defined by the y = ax+b, equation where a and

b are the slope and the y-intercept, respectively. However, vertical lines cannot be represented

in this form because they do not intersect with the y axis and this is why, here, we describe

lines in the polar coordinate system. In the latter system, a line can be defined by the following

equation:

ρ = x cos θ + y sin θ (2.18)
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where θ and ρ are the polar coordinates (defined above) of the point of intersection between

the line and its normal through the origin. The set of all lines passing through a given point

with coordinates (x, y)C are all pairs of ρ and θ values satisfying Equation (2.18).

Hough Space

Lines can be represented in the Hough space by its two parameters θ and ρ. Therefore a line

can be mapped to the θ and ρ point in the Hough space. The mapping of a line to a point in

the Hough space is shown in Figure 2.16.

Figure 2.16: Mapping of a line to a point in the Hough space, adapted from [42].

Hough Transform for Line Detection

We have just seen that a line can be mapped to a point in the Hough space. Mapping all

possible lines through a given point to the Hough space results in a sinusoidal curve, as shown

in Figure 2.17. Given two distinct points, the mapping of all possible lines through each of

them will results in two distinct sinusoidal curves, shown in Figure 2.18. Their intersection is a

point in the Hough space, which represents a line (cf. Figure 2.16) passing through both points.

Hough Transform Algorithm

The Hough Transform algorithm can detect lines even in the presence of noise. It has to be

performed on binary images that contain the edges of the source image only. The algorithm
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Figure 2.17: Mapping of all line through a point to the Hough space.

Figure 2.18: Mapping of all lines through point a and all lines through point b to the Hough
space. The mapping back of their intersection defines the line crossing points a and b.

works by finding all lines that can cross each of the edge points; then the possible lines that

are common to a higher number of points are selected.

As an example, Figure 2.19a presents a source image as a 100 × 100 matrix containing three

edge points a = (0, 0)C , b = (100, 0)C and c = (0, 100)C . For each of these points, we ought to

find all possible lines that cross it, which can be achieved by solving Equation (2.18). Plotting

all pairs of θ and ρ values that satisfy the previous equation for a given point (x, y)C in a 2D

Cartesian coordinate system with θ and ρ in the x and y axes respectively results in a sinusoid.

Plotting the solutions to Equation (2.18) for each point a, b and c of our example results in the

blue, red and green curves of Figure 2.19b15.

15ρmin and ρmax are determined by calculating the length of the diagonal of the image
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Based on the above, an accumulator array with a discrete set of bins representing pairs of (θ,ρ=

values is calculated, as shown in Figure 2.19b. Each edge point is said to “vote” for the bins

of θ and ρ pairs defining lines that cross it, according to Equation (2.18). For example the bin

corresponding to the intersection of the green and red curves in Figure 2.19b are the θ and ρ

values defining a line (according to Equation (2.18)) that passes through the points b and c,

and thus has 2 votes.

In our example, Figure 2.19b has three bins with two votes each, shown by the circles, at the

bins with values (0, 0)P , (−90◦, 0)P and (−45◦, 72)P . Therefore the lines defined by these values

according to Equation (2.18) are said to have 2 votes each. Since these are the most voted lines,

they are selected as the lines detected in our example of Figure 2.19a and are plotted in magenta

in Figure 2.19a. Indeed, each of these three lines passes through two points in Figure 2.19a

(a & b, a & c and b & c). Our example consists of three non-aligned points. Thus the maximum

number of points that a line can cross is two. Accordingly, there are no bins with more than

two votes in Figure 2.19b. However, using this algorithm with a higher number of points (e.g.

the edges of an image) results in an accumulator array with a higher number of votes per bin

than in our example. In such case, a threshold on the minimum number of votes required to

select a line of interest must be determined.

Probabilistic Hough Transform

In this project, we have used the probabilistic Hough transform algorithm that is implemented

in OpenCV [43] that is based on [44]. The aim of probabilistic Hough transform is to reduce

the number of edge points that are evaluated but still maintain accuracy, improving the time

complexity over its non-probabilistic version. In this particular version of the probabilistic

Hough transform, only a random subset of points is considered for line detection. Accordingly,

the threshold on the minimum number of votes required to select a line must be adjusted to

the reduced number of points used in line detection.
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(a) 2D image with three points a, b and c and the lines that connect them (magenta).

(b) Hough transform accumulator array of (a).

Figure 2.19: 2D matrix containing three points and the accumulator array used to find lines.
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2.6 Machine Learning

In 1959, Arthur Samuel first introduced the term “Machine Learning” as the “field of study that

gives computers the ability to learn without being explicitly programmed”16. He is the author

of what is thought to be the first program with the capacity to learn: a checkers program [45].

In 1997, Mitchell proposed the following definition: “A computer program is said to learn

from experience E with respect to some class of tasks T and performance measure P , if its

performance at tasks in T , as measured by P , improves with experience E” [46]. Amongst the

many possibilities, tasks T can refer to classification or regression, E to the training dataset,

which contains examples, and P can refer to the accuracy or error rate of the model [47].

The field of Machine Learning is vast, and its applications encompass a wide variety of problems

such as classification, regression, clustering or dimensionality reduction. However, Machine

Learning algorithms can be divided into three broad categories according to the type of data

they learn from [48]:

• Supervised learning: This class of Machine Learning algorithms learn from data labelled

with a class or value, and the objective is to find patterns in the data in order to predict

these labels for unseen data. An example of this can be handwritten digit recognition.

In this case, the Machine Learning algorithm receives as input many examples of digits

written by different people and each example is labelled with the correct digit. The

objective is to associate one of the ten possible digits to new unseen examples by finding

patterns in the previous data.

• Unsupervised learning: The algorithm is input data without specific labels associated

with it. The objective is to find patterns and structures to, for example, cluster data into

meaningful groups. For example, customers can be grouped according to their behaviour

to make recommendations.

16Originates from “Programming computers to learn from experience should eventually eliminate the need
for much of this detailed programming effort” in [45]
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• Reinforcement learning [49]: In this type of learning an agent takes actions that modify

the state of its environment and leads to some rewards. The objective of the agent is to

select the actions that will maximise its reward. This type of learning is very suitable for

automated playing of Atari games, in which the reward can be the score [50].

One of the biggest challenges in machine learning is overfitting, which occurs when the model

fits the training data too closely and loses the capacity of generalisation. This occurs when

a model is too complex for the amount of data used in training. The model is said to be

memorising the data. It learns noise and details irrelevant to the task and fails to generalise to

new data [48]. Many machine learning algorithms consist of three main steps: learning from the

data, tuning the parameters and testing. To avoid overfitting, it is usual to divide the data into

three groups: training, validation and test, corresponding to the previously mentioned steps.

Machine learning techniques are used in a wide range of applications and many multimedia

applications also involve Machine Learning:

• Speech recognition: this corresponds to translating spoken language into text. Machine

Learning algorithms are trained with audio clips, labelled with the corresponding written

text and can be fine-tuned using voices from particular users. In 2016, researchers at

Microsoft presented a Neural Network for speech recognition that achieved results on par

with human performance [51]. Applications of speech recognition are part of our everyday

lives with Siri17, Google Home [52] and Amazon Alexa18.

• Recommender systems: such algorithms have the objective of finding patterns in what

people are interested in (products purchased, movies, music or restaurants) and recom-

mend new products [53; 54]. One approach to recommender systems for online sales is to

group people by their purchase behaviour and recommend products bought by individuals

in the same group.

• Computational Creativity: this term has been defined as “The study and support, through

computational means and methods, of behaviour exhibited by natural and artificial sys-

17https://machinelearning.apple.com/2017/10/01/hey-siri.html
18https://developer.amazon.com/docs/alexa-voice-service/api-overview.html

https://machinelearning.apple.com/2017/10/01/hey-siri.html
https://developer.amazon.com/docs/alexa-voice-service/api-overview.html
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tems, which would be deemed creative if exhibited by humans.” by Wiggins [55]. In

recent years, deep neural networks have been able to generate novel images [56] or trans-

fer style [57], as shown in Figure 2.20. The fact that the algorithm picks up style but

keeps the coherent structures in the images (the same objects appear in the modified

image) is remarkable.

Figure 2.20: Style transfer to image A, from [57].

A more detailed account of Machine Learning foundations can be found in [41].

2.6.1 Artificial Neural Networks

Artificial Neural Networks are computer systems inspired by the functioning of the nervous

system [58; 59]. The biological brain has neurons that are interconnected and in a highly

structured way in order to process information [60]. Neural networks also have processing units

called ‘neurons’ which are based on models of their biological counterparts. The simplest neural

network, presented in 1958 by the American psychologist Frank Rosenblatt, consists of a single

18Source: https://deepdreamgenerator.com/

https://deepdreamgenerator.com/


46 Chapter 2. Preparation for the Big Game: Background

layer and is called perceptron [61]. Figure 2.21 is a diagram of a perceptron with only one

neuron, two inputs x1 and x2, which correspond to the features of instance x, and output y.

This simple model is a linear binary classifier in which the output is calculated as:

y =

 1 if
∑n

i=1wixi + b > 0

0 otherwise
(2.19)

with n the number of inputs to the neuron (2 in our example), wi the weight for input xi and

b is the bias, this value is a constant used to shift the decision boundary to 0.

Training consists in using labelled examples to find the optimal weight values for the correct

prediction of labels in unseen examples. The first step in the training process is the random

initialization of weights. Then they are updated using labelled examples through the iteration

of the two steps below applied to the complete set of examples available for training:

1. Calculate the output yk(t) from current weights w(t) for a given example k, using Equa-

tion (2.19). This is the predicted label for k at time t.

2. Update the weights as follows:

wi(t+ 1) = wi(t) + (jk − yk(t))xk,i (2.20)

with wi(t+1) the updated ith weight at time t+1, jk the correct label of example k, yk(t)

its predicted label based on the weights w(t) at time t and xk,i the ith feature (input) of

the kth example.

As such, neural networks learn by example, adjusting their weights to optimize their perfor-

mance to a specific task. The end of the learning process can be determined in a number of

ways [47]:

• Convergence: all samples are classified correctly.

• Number of iterations: a pre-determined number of iterations is reached.
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• Inadequate progress: weight change is below a chosen threshold, and the network is

assumed to not be‘learning’ any more.

Figure 2.21: Diagram of a perceptron19.

Based on the simple model presented above, more complex neural networks can be built, such

as the one shown in Figure 2.22 with 2 hidden layers, and some neural networks have even more

than 40 layers of neurons, hence the name of “deep” neural networks [47]. Each layer takes

as input the output of the previous layer and the last one outputs the result. Each layer of a

deep neural network has the same principles as the perceptron: they also have an activation

function to calculate the output, given the inputs and their weights (cf. Equation (2.19)) and a

weight update function (cf. Equation (2.20)). In theory, neural networks with more layers can

model data with more complex structures [47]. The formulation of their activation function

and weight update is described below.

Figure 2.22: Neural network with 2 hidden layers20.

Activation Functions: They are used to calculate the output of a neural network layer given

its inputs and weights, as Equation (2.19) does for the perceptron. The most common activation

functions, some of which shown in Figure 2.23, are [47]:

19Source: https://glowingpython.blogspot.co.uk/2011/10/perceptron.html
20Source: http://adilmoujahid.com/posts/2016/06/introduction-deep-learning-python-caffe/

https://glowingpython.blogspot.co.uk/2011/10/perceptron.html
http://adilmoujahid.com/posts/2016/06/introduction-deep-learning-python-caffe/


48 Chapter 2. Preparation for the Big Game: Background

• Linear: this activation is proportional to the input and therefore is not suitable to model

data with complex (non-linear) patterns. Another drawback of this is that values can

blow-up in large networks.

• Sigmoid: it is non-linear, differentiable and within the [0,1] range. y values tend to

concentrate at the extremes 0 and 1, which makes it suitable for classification tasks.

However, this also leads to the problem of “vanishing gradients” as extreme x values

cause only very small changes in y and learning may stall.

• Tanh (hyperbolic tangent): it is similar to the sigmoid activation but within the range

[-1,1] and with steeper gradients.

• ReLU (Rectified Linear Unit): it is also non-linear but within the [0, ∞) range. For all

negative values, neurons have a 0 activation which can cause “dying” neurons, as neurons

can have a 0 gradient and stop responding to the input. This is not a problem because the

activations are more sparse, but the network also has the possibility to stop responding

if too many neurons die.

Currently, the default recommendation is to use ReLU activation [47; 62].

Figure 2.23: Different activation functions for neural networks21.

Weight updates: In Equation (2.20) we showed how weights are updated based on the pre-

dicted and correct labels. For deep neural networks, a different method must be used to take

into account the contribution of each neuron to the output and adjust each of their weights

21Source: http://adilmoujahid.com/posts/2016/06/introduction-deep-learning-python-caffe/

http://adilmoujahid.com/posts/2016/06/introduction-deep-learning-python-caffe/
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accordingly. This calculation is called backpropagation and requires the definition of a loss func-

tion to quantify the prediction error. For example, the Euclidean distance between predicted

outputs and data labels can be used. A common technique for backpropagation is gradient

descent. It consists in moving towards local minima in the error function by calculating the

gradient of the loss function with respect to the parameters of the network (e.g. weights). Fig-

ure 2.24 is a plot of a sample loss function with respect to parameters θ0 and θ1 and by following

the gradient descent steps in black, parameters θ0 and θ1 yielding local minima can be found.

It is important to be aware of the possibility of getting trapped in sub-optimal local minima.

Figure 2.24: Loss function J with respect to parameters θ0 and θ1 and gradient descent steps
shown in black22.

Deep neural networks have been demonstrated to be incredibly powerful in the context of com-

puter vision in tasks such as face recognition, object detection and object recognition [63].

Convolutional neural networks are a type of deep neural network that have consistently won

object recognition competitions since 2012 [64; 65]. Convolutional neural networks use a com-

bination of the following types of layers [47]:

• Fully connected layer: every neuron of layer (l−1) has a connection to every single neuron

in layer l.

• Convolutional layer: a filter is applied to patches of neurons from the previous layer

in a sliding manner, by calculating their dot product, until the previous layer has been

22Source: https://www.analyticsvidhya.com/blog/2017/03/

https://www.analyticsvidhya.com/blog/2017/03/
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processed entirely. For example, if layer l − 1 is the input layer consisting of a 96 × 96

image and we decide the filter to be of size 8 × 8, each neuron in layer l will have 64

neurons as an input (8 × 8) and the resulting convolved layer will have 96 × 96 neurons

(if padding is used, for example adding zeros around the border). This type of layer is

suitable for images by finding local features while keeping spatial relationships. This is

illustrated in Figure 2.25, with an 8× 8 input, a 3× 3 filter and no padding.

Figure 2.25: Convolutional layer using a 3 × 3 filter. In this case, since no padding was used,
the convolved layer is 6× 6.

• Pooling layer: this layer is generally used after a convolutional layer to reduce the dimen-

sionaly of the features. For each m×n region of the image, the max or mean feature value

from the convolutional layer is calculated (called max-pooling and mean-pooling layer re-

spectively) resulting in a more compact and generalizable feature representation of the

image, as shown in Figure 2.26. This is supposed to lead to better image classification as

features are less location dependent and are more robust against small translations [63].

Figure 2.26: Max-pooling layer example.
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Recurrent Neural Networks

Recurrent Neural Networks (RNNs) [66–68] are a type of neural network with the ability to

learn time dependencies, making them very suitable to process sequences. At time t, the output

ht of the RNN is calculated by taking as inputs its previous output ht−1 and the current element

of the sequence xt as follows:

ht = f(Wxh × xt +Whh × ht−1 + b) (2.21)

where Wxh and Whh are weight matrices, b the bias and f is the output activation function [69].

LSTMs

RNNs are suitable for learning time dependencies but, when applied to long sequences, the

gradient of the loss function (cf. Figure 2.24) is likely to vanish [70]. This is because gradients

at each time-step are calculated using the chain rule for backpropagation and therefore the

first layers of the recurrent network (earlier time steps) can end up with a very small gradient.

In 1997, a type of RNN called LSTM was introduced to overcome this issue [71]. LSTMs are

particularly suited to learn long-term dependencies in sequences, such as in video classification

or speech processing. They are composed of memory cells which contain a memory state c that

is updated with the new inputs, but controlled by gates determining which information to keep

and what to forget.

The cell state ct is updated by “forgetting” some information through the multiplication of the

previous cell state ct−1 and the forget gate ft and by adding new information, controlled by

the input gate it. Finally, the output gate ot, controls the output of the cell ht. The LSTM

implementation that we used is based on [69; 72] (see Figure 2.27) and the calculations of the

activations are as follows:

Input gate

it = σ(Wxixt +Whiht−1 +Wcict−1 + bi) (2.22)
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Forget gate

ft = σ(Wxfxt +Whfht−1 +Wcfct−1 + bf ) (2.23)

Memory cell state

ct = ftct−1 + it tanh(Wxcxt +Whcht−1 + bc) (2.24)

Output gate

ot = σ(Wxoxt +Whoht−1 +Wcoct + bo) (2.25)

Hidden state

ht = ot tanh(ct) (2.26)

2.6.2 Random Forest Classifier

A random forest is an ensemble learning method, introduced by Breiman and Cutler that can

be used for regression and classification [73; 74]. It builds a number of decision trees, each of

which outputs a class number and the mode of these classifications is taken as the final result.

Decision Trees are a learning method that can be used for regression and classification [75]

(called regression and classification trees respectively). In a simple classification tree, one of

the features of the input data is handled at each node, and the data space split accordingly.

For instance, let us define a dataset with N examples that we want to classify into two classes

A and B and each example is characterised by three features [x1, x2, x3]. Figure 2.28 shows how

data is divided according to each feature relative to a particular threshold for each of them. At

the end are the leaf nodes containing the class name.

In our work, we used random forests for classification, based on the work of Breiman in 1999 [73;

74]. Here, each tree is trained with a sub-sample of all the data and sub-samples are not

mutually exclusive. At each level, a random subset of features is used to split the data space

(instead of just one feature as in Figure 2.28) and the tree is grown to a maximum size without

pruning. This leads to trees with a large set of terminal nodes, which are likely to overfit the

data [76]. However, even though individual trees might be overfitting, their combination in a

random forest is much less prone to this effect, as shown by Breiman in [73].



2.6. Machine Learning 53

Figure 2.27: LSTM cell architecture. The memory of the LSTM cell is stored in c. Through
time and as new inputs are fed in, the memory state is updated controlled by the forget and
input gates. Both have as input: (1) the previous memory state ct−1, (2) the previous output
ht−1 and (3) the current input xt; their activation is calculated as described in Equations (2.22)
and (2.23). The cell state is modified by multiplying the old memory ct−1 by the forget gate,
which will determine how much of the old memory to keep. Then, new memories (input
activation) are added, controlled by the input gate. The output, which is then fed back to
the network, is calculated as in Equation (2.25). σ represents the sigmoid function, Diagram
inspired by [69].

In the random forest implementation that we have used (from [43]), each tree is trained with the

same parameters and using
√
n features (with n the total number of potential features) at each

node and 2/3 of the examples in the dataset, as recommended in [77]. Random forests do not

need cross-validation, and the error is calculated by making predictions for each example using

only the trees that were trained without using that particular example; these are called “out

of bag” (oob) examples [73]. The error is calculated as the ratio of oob misclassified examples

over N observations.



54 Chapter 2. Preparation for the Big Game: Background

Figure 2.28: Example of classification tree.

2.6.3 K-means Clustering

The k-means algorithm is a non-probabilistic clustering technique introduced in 1982 by S.

Lloyd [78]. It consists in partitioning N observations into K clusters with centres µk (mean of

the cluster k observations). These are randomly initialized and determined by the algorithm.

If we define our observations as D-dimensional in a Euclidean space, an observation xn is a

D-dimensional vector of the features of example n. According to the k-means algorithm, xn will

belong the cluster j if its Euclidean distance23 to µj is the smallest amongst all K clusters. The

matrix r is a two dimensional bit array used to indicate to which cluster an example belongs

to, if xn belongs to cluster j, rnj will be 1 and rnk for any other cluster k will be 0. The

aim is to choose cluster centres that minimise the distance between intra-cluster observations

and maximise inter-cluster distances, which using the notation in [41] can be formalised as

minimising J with respect to rnk and µk:

J(r, µ1, . . . , µK) =
N∑
n=1

K∑
k=1

rnk||xn − µk||2 (2.27)

23Other distance metrics can also be used.
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To find the best r and µk values, iterations of a two-step process are usually used:

• Expectation: µk is fixed (random initialization) and J minimized with respect to rnk. We

assign each sample to a cluster.

• Maximization: minimize J with respect to µk with rnk fixed. We update the centres of

the clusters.

and this is called the Expectation Maximisation (EM) algorithm [79]. The algorithm can give

different results for different initializations.

2.6.4 Support Vector Machine (SVM)

An SVM is a machine learning model most commonly used in supervised learning for classi-

fication [80]. Given a set of labelled observations (x1, y1), (x2, y2), , (xt, yt) with yi = +/ − 1

(belonging to two classes), the SVM will find the hyperplane best-separating the examples from

the two classes, ensuring that the distance from the hyperplane to the closest observation from

each class is maximised, as illustrated in Figure 2.29. The hyperplane is defined as:

wTx + b = 0 (2.28)

where w and b are the parameters of the hyperplane. The positive support vector is the data

point, denoted x+, that lies closest the hyperplane defined by:

wTx+ + b = 1 (2.29)

Equivalently, the negative support vector is denoted x− and defined by:

wTx− + b = −1 (2.30)

From this, the distance between the positive support vector to the hyperplane of Equation (2.28)

is:

|wx + b|/||w|| = 1

||w||
(2.31)
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and similarly for the negative support vector, resulting in a margin (see Figure 2.29) of 2
||w|| .

Maximising this margin can be achieved by solving the following minimization problem:

ŵ = arg min
w
||w||2 (2.32)

subject to

yi(w
Txi + b) > 1 for i = 1...N and yi = −1, 1 (2.33)

with yi the class. This is a quadratic convex optimization problem, and therefore it has a

unique minimum.

If the data is not linearly separable, the “kernel trick” can be used [81]. This consists in

mapping the data points to another space where the data is linearly separable by applying a

transformation function (e.g. polynomial, radial basis, sigmoid etc.) It is called a trick because

instead of applying the transformation function to the data and optimizing Equation (2.32),

kernels can be directly used in Equation (2.32).

In cases of noisy data, a soft margin can be used, which allows misclassifications by adding

a penalty proportional to the distance between the outlier and the correct side of the hyper-

plane [82; 83].

Applications to regression problems [80; 84] or multi-class classification [85; 86] have been

developed, but these will not be discussed here as they are not used in this thesis.

2.6.5 Bayesian/Belief Networks (BN)

Bayesian Networks, also called belief networks, are probabilistic graphical models that use a

directed acyclic graph with edges representing probabilistic relationships between random vari-

ables, called nodes. In such networks, each node has a conditional probability table determined

by its parents in which a node x with parent a has a probability distribution defined as follows:

p(x) = p(x | a)p(a) (2.34)
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Figure 2.29: Diagram of a Support Vector Machine.

Figure 2.30 represents a simple BN with three random variables (s1, s2, s3) and the prob-

abilities associated with it such that pij = p(sj|si) [41]. In the figure, s3 influences s1 and

s2, and s2 influences s1, with the corresponding conditional probability tables reflecting these

dependencies. Figure 2.31 is a diagram representing the same network but with an additional

node s4. The only difference with respect to the previous BN is that s1 is also influenced by

s4. In this diagram s4 and s3 are conditionally independent since there are no arcs connecting

them (s4 and s2 are also independent); this means that the probabilities of s3 and s2 are not

affected by s4. Equations (2.35) and (2.36) relate to Figure 2.30 and Equations (2.37) and (2.38)

to Figure 2.31.

Dynamic Bayesian Network

BNs can be also used to model sequences [87], this type of BN is called Dynamic BN (DBN) [41].

In DBNs the probability of a node at time t might be dependent on its probability at t− 1, as

shown in Figure 2.32. Therefore:

p(xt) = p(xt | a, xt−1)p(a, xt−1) (2.39)
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Figure 2.30: Simple Bayesian network with con-
ditional probability tables.

Figure 2.31: Bayesian network with indepen-
dent variables.

p(s1) = p(s1 | s2, s3)p(s2, s3) (2.35)

p(s2) = p(s2 | s3)p(s3) (2.36)

p(s1) = p(s1 | s2, s3, s4)p(s2, s3, s4) (2.37)

p(s2) = p(s2 | s3)p(s3) (2.38)

Figure 2.32: Dynamic Bayesian Network.

DBNs can be used to represent different models [88] such as Kalman Filters [89] and Hidden

Markov models [90].
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2.6.6 Gaussian Mixture Model

A Gaussian mixture model (GMM) assumes that data points are generated from a linear su-

perposition of Gaussian distributions [91], as illustrated in Figure 2.33. Using the formulation

of [41], a Gaussian distribution for a D dimensional vector x is specified as:

N (x | µ,Σ) =
1

(2π)D/2
1

|Σ|1/2
exp

{
−1

2
(x− µ)TΣ−1(x− µ)

}
(2.40)

where µ is the D-dimensional mean vector, Σ is a D × D covariance matrix, and |Σ| is the

determinant of Σ. From this, the GMM is given as:

p(x) =
K∑
k=1

πkN (x | µk,Σk) (2.41)

with K Gaussian distributions N (x | µk,Σk), each of which is a component of the GMM

with its individual mean µk and covariance Σk. Each πk takes a real value and is the mixing

coefficient, representing the contribution of component k to the GMM.

In the work that will be described later, GMM will be used to model the probability distribution

of ball impact locations in the continuous space of the tennis court.

Figure 2.33: One dimensional Gaussian mixture distribution (red) with three components
(blue), from [41].



Chapter 3

The Arrival of a New Player: Visual

Data in Tennis Analysis

In the previous chapter, we have reviewed classical approaches for modelling tennis (Section 2.3)

and we have also seen how interest in using spatio-temporal information for this task is rising.

This chapter focuses on critically reviewing current research in this direction, and our contri-

bution is two-fold. First, we address the lack of comprehensive surveys that include different

approaches to incorporating spatio-temporal data in the analysis of tennis. Second, we discuss

the limitations of present work to motivate the need for a framework like the one proposed in

this thesis. This chapter relates to the Modelling Layer of our framework (cf. Figure 1.11).

We review research in spatio-temporal-based tennis analysis from two different perspectives:

knowledge discovery and prediction. By knowledge discovery, we refer to finding patterns and

depicting tactics and strategies, while prediction is about estimating future events such as the

location or type of a serve or the next shot and even who will win the match. The aim of

this chapter is to show the motivation to our the research and applicability of our framework

in addressing current limitations of state-of-the-art tennis analysis. This is why this chapter

focuses on reviewing methods of current analysis rather than applying the reviewed techniques

to our own data.

60
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3.1 Why Use Visually Derived Spatio-Temporal Data?

Professional tennis players are able to quickly assess a situation and make decisions based on

their domain knowledge and current environment. In receiving from a serve at 200km/h, the

opponent has 500ms [92] to predict the ball trajectory, position himself/herself and execute a

stroke. It has been shown that professional tennis players have enhanced anticipation skills in

predicting the ball landing location of incoming shots [93] and higher visual perception abilities,

with respect to for example speed discrimination [94]. Therefore, to understand and predict

tennis players’ decisions, it seems natural to analyse the visual cues available to them.

When using coarse-grained event statistics, as shown in Section 2.3, one can predict the outcome

of a match by building a model that uses the probability of winning a point as its building block.

However, using visually derived spatio-temporal data can enable us to understand what happens

at a finer-grained level and develop models for in-play analysis and prediction. From this, new

insights into players’ strengths, weaknesses and strategies can be obtained. Prediction models

can start from predicting the type and location of the next shot and estimate the probability of

winning a point, revealing how it evolves as the point progresses. This can help in understanding

the contribution of each shot to winning a point. Finally, it can also lead to an in-play prediction

of the probability of winning the set, game and finally the match.

3.2 Challenges

Incorporating spatio-temporal data to the modelling of tennis has many advantages but also

poses significant challenges:

• Spatio-temporal data such as ball trajectory or player position are continuous in time and

space. It is challenging to manipulate and extract salient features from this continuous

data.

• The player and ball positions have to be merged with other data such as score or type of

shot, and ways in which to combine this multi-modal information have to be investigated.
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• The availability of spatio-temporal data in tennis is of more restricted access than that

of coarse-grained statistics, which are publicly available on the Internet. When available,

the amount of spatio-temporal data per player, surface or tournament is highly limited.

• The accuracy of spatio-temporal data is harder to assess. Hawk-Eye is considered ex-

tremely accurate but still has its detractors [95; 96], and it is risky to trust other sources

of manually annotated data (due to the reasons exposed in Section 1.1) or from data

collection systems that do not provide quantitative evaluations (cf. Chapter 4).

3.3 Knowledge Discovery

One of the primary goals in tennis analysis is finding patterns to reveal strategies and discover

the strengths and weaknesses of players. In 1996, the United States Tennis Association pub-

lished a book listing 58 tennis tactics patterns [97], listed in Appendix A. These were found

empirically by professionals in the field. Spatio-temporal data is a great asset to uncover these

patterns automatically and even find new ones. Such data is very rich but also hard to handle,

due to the factors listed above, and this is where knowledge discovery comes to the fore. Find-

ing ways in which to cluster or represent this data is crucial, and this section outlines the most

relevant approaches that have been proposed. An overview of the timeline of advances in tennis

knowledge discovery from spatio-temporal data is shown in Figure 3.1, including a reference to

the work of Intille and Bobick in American football [98; 99], from which subsequently presented

approaches to spatio-temporal tennis data analysis originate.

Figure 3.1: Timeline of advances in tennis knowledge discovery from spatio-temporal data.
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3.3.1 The Start

One of the earliest work using spatio-temporal data in sports analysis dates back to 1998.

At that time, Intille and Bobick [98; 99] presented work to recognize complex multi-agent

actions in American Football from visual data. Their work was inspired by advances in object

recognition in computer-vision. In 1990, Grimson proposed a model for object recognition

consisting of using image features to search a tree, where nodes represented object edges and

leaf-nodes represented the objects themselves [100]. A major drawback of this approach is

that its complexity makes exhaustive search intractable. To approach this issue, Grimson

and Lozano–Perez developed the idea that ‘massive low order consistency typically implies

correctness’ [101] and this is exploited in Intille and Bobick’s approach for complex action

recognition. They represent each complex multi-agent action (e.g. curl or catch pass1) with a

temporal graph that is pre-defined using domain knowledge, as shown in Figure 3.2. The main

building blocks for this graph are:

• Belief nodes: these are Bayesian Networks, explained in Section 2.6.5, for predicting

single-agent goals from visual data, such as a pass thrown from a given player. The visual

data used is based on player location and includes velocity, position relative to other

players or to meaningful court landmarks. These are denoted by a B in Figure 3.2 and

G is the main belief node.

• Evidence nodes: these are directly evaluated from the data and describe temporal, spatial

and logical relationships between agents and objects. In Figure 3.2 they are denoted by

E.

With this approach, the authors correctly recognise 21 out of 25 plays evaluated from manually

annotated visual data of player positions. In contrast to tennis, this work was done in a team

sport in which player interactions are more complex, and their formation is a substantial factor

into understanding strategies. Nonetheless, as we will see, using a Bayesian Network from

visual information to uncover patterns of play can also be successfully applied to tennis.

1American Football patterns.
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Figure 3.2: Visual Network for catch pass, from [99]. B stands for Belief node, G for the main
Belief node (Goal) and E for Evidence nodes.

3.3.2 Finding Patterns in Tennis

Strategy is defined as ‘A plan of action designed to achieve a long-term or overall aim’ [102].

According to a publication from the International Tennis Federation, strategy in tennis can be

defined as ‘the overall game plan for a certain match’ [103] and ‘the practical application of

the strategy during the match’ is referred as tactics. A good tennis strategy will use a game

plan that takes advantage of the player’s own strengths and the opponent’s weaknesses [104].

Tactics used to achieve a particular strategy are achieved through patterns of play [97]. There-

fore, understanding and dissecting tennis tactics corresponds to finding patterns of play and

analysing them taking into consideration whether they led to losing or winning a point. These

patterns are the repetition of a particular sequence of tennis shots and finding them is what we

address in this section.

In 2005, Wang and Parameswaran [105] used ball information alone to classify tennis shots into

the 58 official patterns mentioned earlier, and listed in Appendix A. In their approach, two

separate Bayesian Networks (BNs) were used to cluster:

• Ball landing positions into 9 areas, as shown in Figure 3.3.

• Trajectories into 10 clusters: 5 for forward plays and 5 for backward plays, as shown

in Figure 3.4.
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Figure 3.3: Ball landing positions clusters,
from [105].

Figure 3.4: Ball trajectory clusters,
from [105].

Interestingly, an additional BN is used at a higher-level and incorporates both ball landing

position and trajectories, since the two are correlated, and this BN works in tandem with the

low-level ones to cluster ball landing position and trajectories. Using this technique, each of

the 58 pre-defined tennis rally patterns can be formulated as a sequence of trajectories and

ball landing positions, represented by their cluster numbers. The authors provide an empirical

evaluation of two patterns tested and classified correctly.

Later on, in 2010, Wei-Ta Chu and Wen-Ho Tsai [106] used player position to find patterns

without incorporating the ball position, contrasting with the previous work from [105]. The

authors argued that such data is easier to extract from videos and sufficient for the task.

Also different from the previously described work that aimed at recognising pre-defined tennis

patterns, the authors in this paper [106] are interested in discovering tactics in addition to

identifying patterns of play. The tactics targeted in their work are: passing ball, moon ball,

drop shot, volley and unforced error.
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A two-level framework is developed to accomplish this objective: first, pattern detection and

second, tactics analysis. In this framework, a symbolic representation is defined for the last

5-second segment of play, noting player positions every 10 frames. This symbolic represen-

tation corresponds to the concatenation of the following attributes, for each player and each

consecutive pair of frames:

• Location at frames t− 1 and t.

• The direction of movement of each player, with the discrete values ‘left’, ‘right’ or ‘still’

for horizontal movement and ‘up’, ‘down’ or ‘still’ for vertical movement (towards or away

from the net).

• The speed of movement of each player in the horizontal and vertical directions split into

three categories: ‘fast’, ‘medium’ or ‘still’.

Figure 3.5: Examples of moving patterns for different tactics, from [106]. F: fast, M: medium,
A: player A and B: player B.
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At the second-level representation, each pair of possible combinations of attributes in the sym-

bolic representation is assigned a meta-symbol, to represent the attributes of both players

involved.

Once this framework is set, the next step consists in learning the association between sequences

of meta-symbols and pre-determined tactics: passing ball, moon ball, drop shot, volley and

unforced error; Figure 3.5 illustrates examples of moving patterns for these techniques. With

that objective in mind, 30 example plays are manually retrieved for each tactic and trans-

formed into meta-symbol sequences; these are used to represent a tree for each tactic. This

representation allows selecting which meta-symbols occur frequently enough to be considered

characteristic of a given tactic. After this step, each tactic has some ‘template’ sequences of

movement associated with it, and new patterns are recognized using a dynamic programming

approach to find the Largest Common Subsequence [107].

The evaluation was performed over 10 tennis matches comprising 7 distinct tactics and an

F-measure2 of 0.74 was obtained. These results are not straightforward to analyse since the

authors present a full pipeline from player detection in a video to pattern matching, and errors

in player detection may cause errors in tactic analysis. In fact, the authors mention that pattern

matching on clay-courts led to poorer results probably because court-line detection is harder

on this surface [106]. In general, the framework proposed is interesting and could be highly

valuable as it would be possible to analyse which tactics lead to winning a point, game, set or

match. Regarding the game analysis produced in this paper, however, the main insight is that

‘The player who issued fewer unforced errors won the game’. This is widely accepted as being

true for tennis.

Also in 2010, Terroba et al. proposed a framework for pattern discovery in tennis [108–110].

In contrast to [105], the authors try to discover patterns through data mining rather than

classifying pre-determined patterns. In their papers a rally is formalized as a sequence of

events (single strokes) defined by 7 attributes: identity of player (1 or 2) hitting the ball, stroke

type (10 different stroke types), positions of each player (as a pair of integer coordinates) and

2A combined measure of precision and recall; the highest possible score is 1.
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ball speed after the stroke (as ‘normal’, ‘slow’ or ‘fast’). A similarity measure between events is

introduced to handle such multi-modal data, and the similarity between two events is defined

as the sum of the similarity functions applied to each attribute of the event (e.g. the similarity

function for the player position between two events is their Euclidean distance). This results

in a similarity score that is used to solve the pattern mining problem.

Once this framework is set, the aim of the paper is to identify the most frequent sequences

in general and for a particular player. The authors calculate the support for a given template

sequence in a match by looking at how many sequences in that match are similar to it. A

minimum support threshold is established to determine the support required by a template

sequence for it to be considered ‘frequent’. By tuning the different thresholds, the user can

decide how general the frequent patterns can be. Using this method, the authors analyse 7 hours

of video containing around 3 000 events and find interesting common tennis patterns. Figure 3.6

shows service patterns mined from the match between Na Li and Serena Williams at the 2010

Australian Open semifinal [109].

Figure 3.6: Successful service patterns from 2010 Australian Open semifinal, from [109]. Black
dots are the player positions when hitting the ball and yellow dots are ball bounce positions.

3.3.3 Knowledge Discovery Until Now

The work that we presented shows that a common approach is to discretize data such as

ball speed into ‘slow’, ‘medium’ or ‘fast’, or player position into court areas. By discretizing
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continuous data, the search space becomes tractable but some information is lost. This opens

the question on which data should and which should not be discretized. The experiments

discussed in this section are not sufficient to determine this and further research should be

completed to answer that question. Also, if discrete information is sufficient to understand the

strategies of players, this implies that any spatio-temporal data could contain a small error

without interfering with the final classification result in most cases.

Another interesting line of future investigation arises from the knowledge discovery studies

discussed here: in order to evaluate a player’s strategy and performance, is it better to use pre-

defined patterns, find them automatically or investigate how to combine the two? As above,

further experiments are required to compare these different strategies.

3.4 Prediction

As mentioned in Section 3.3.1, Initille and Bobick presented in 1998 what is considered by

many to be the seminal work in spatio-temporal based sports analysis [98; 99]. However, it

was not until 2013 that spatio-temporal based prediction in tennis really took off. That year,

the first paper that analysed Tennis Hawk-Eye data appeared, from the collaboration between

researchers at the Queensland University of Technology, Disney Research and the Australian

Institute of Sport [111]. More publications by the same authors followed in the following

years up to this day. They represented a breakthrough in the prediction of tennis events, and

while investigating prediction, knowledge discovery also emerged. This series of papers will be

reviewed in this section. They all use data collected by Hawk-Eye from the 2012 Australian

Open Men’s draw (2012 – 2014 for [24]) and their main achievements, shown in the timeline

of Figure 3.7, are:

• Predict the type of the next shot – Section 3.4.1

• Predict the location of the next shot – Section 3.4.2

• Predict the style and point of impact of serves – Section 3.4.3

• Predict the outcome of a shot – Section 3.4.4
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Figure 3.7: Timeline of advances in tennis prediction using spatio-temporal data.

3.4.1 Predict the Type of the Next Shot

In 2013, a Dynamic Bayesian Network (DBN, explained in Section 2.6.5) was used to model

the sequence of events in a tennis point3 and predict the type of the next shot (returning shot,

winner or error) [111]. In such a model the probability of the next shot zt at time t of being of

a certain type given the type and Hawk-Eye obtained characteristics of the previous shot (zt−1

and xt−1 respectively) can be obtained through Bayes’ rule for a sequence of states:

P (zt | zt−1,xt) =
P (xt | zt)P (zt | zt−1)

P (xt | zt−1)
(3.1)

However, we know that the previous state zt−1 can only be a returning shot. Otherwise, the

point is over and zt would not even exist. Since the previous state is always the same (a

returning shot), the next state is not conditioned on it. Therefore, the DBN can be simplified

into a Bayesian Network (BN), and the previous formulation becomes:

P (zt | xt) =
P (xt | zt)P (zt)

P (xt)
(3.2)

This is calculated for each possible state zt (ztreturn , ztwinner and zterror), and the one with highest

probability is selected as the predicted state.

3Excluding the serve.
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The authors experimented with different subsets of Hawk-Eye features to find out which char-

acteristics are best predictors of the next shot. According to their results, the combination

of speed, impact location of the shot and the location of the players’ feet leads to the best

prediction: 68.52% AUC4 for winners and 76.09% for errors. Including the number of shots in

a rally worsens performance and authors believe that this is due to the high variance of this

parameter. Another possible explanation is that for longer rallies, the outcome of each shot is

less predictable as the influence of the serve diminishes, as shown in [7].

To further increase the prediction accuracy, the authors explore adaptive model techniques that

take into account the opponent’s behaviour. They withhold data from a single given opponent,

and the model trained in two phases: first using non-withheld data and then refined with the

withheld data. The withheld data does not contain feet locations, so it must be compared to

the non-adaptive model that also excludes feet location. When doing that, using speed and

impact location, accuracy improves from 63.62% to 77.28% for the prediction of winners and

from 61.12% to 71.85% for errors prediction. We can expect that prediction including players’

feet location will behave similarly and improve with the adaptive model.

3.4.2 Predict the Location of the Next Shot

After that, the authors predict the next shot location using the type of the previous shot and

its speed, location and angle [6; 26]. This is considerably more challenging than predicting the

next type of shot because the output space for shot type is small and discrete while locations

are continuous.

This is achieved using a local clustering method to select historical shots that were preceded

by shots with similar speed, location and angle to the incoming shot and their impact position

represented in a 2D GMM5 as shown in Figure 3.8b. Separately, each half-court is divided into

4 areas (plus an area outside this region), and a Dynamic Bayesian Network (DBN) is used to

find the probabilities of the shot falling in each of these discrete areas as shown in Figure 3.8a.

4Represented as the area under the curve plotting correct classification rate against false positives rate, with
the perfect score being 1.

5Gaussian Mixture Model, explained in Section 2.6.6
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Figure 3.8: Prediction of shot locations based on zones (a) and continuous regions (b), from [6].

The weights of the GMM are adjusted with these calculated probabilities and an example the

results is shown in Figure 3.9. Finally, two adaptive model techniques are used to improve

accuracy: (1) pre-game adaptation is used in the same manner as described in Section 3.4.1

and (2) on-line adaptation is implemented by including data from shots of the current match.

Regarding results, the model without adaptation performed best when using speed, start loca-

tion and player position – as for the prediction of shot type – reaching an average 74% AUC

over the five zones. Using pre-game adaptation increased the results by 3% – 7.4% (except for

one of the zones, for which prediction success stayed the same). As expected, the performance

of the on-line adaptation model increased with time, the AUC going from an average of 68.52%

in set 1 up to 82% average in set 5. The continuous-output predictions without adaptation had

an error of 1.7m for two of the players and 2.3m for the other one on average.
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Figure 3.9: Prediction of shot locations, from [6].

3.4.3 Predicting the style and point of impact of serves

The work presented so far is only concerned for predictions in the rally and excluding the serve.

However, the importance of the service for winning a tennis match is widely acknowledged [112]

and it is the focus of the next piece of work in the series of papers using Hawk-Eye data presented

here [24]. The main contribution of that paper is the discovery of players’ serve styles and,

based on this, the prediction of a service type and location dependent on the current match

context.

Serve Styles

First, each service is classified using manually defined classes based on whether the service

was valid and the direction of the service, to advantage or deuce court. Then, serves within

each category are clustered into 7 groups using the unsupervised k-means clustering technique,

described in Section 2.6.3. For this, each service is divided into two trajectories – before and

after bouncing – and each trajectory is represented as the ball’s locations and dynamics at 100

positions along the trajectory. This is illustrated in Figure 3.10 but showing only 3 points per

trajectory instead of 100 for clarity purposes. The distance between two serves is calculated as
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the mean of the pairwise Euclidean distance amongst the 200 points representing each serve,

100 for the serve trajectory before bouncing and 100 for the trajectory after the bounce. From

this, 7 styles of serve were uncovered on each side of the court, 14 in total, Figure 3.11 shows

clusters for serve trajectories on one-half of the court. Once clusters of serve trajectories are

established, the authors define a player’s serving style in terms of a normalised histogram of

each of the 14 types of services, as shown in Figure 3.12.

Figure 3.10: Representation of two serve trajectories with 3 points per trajectory, from [24].

Serve Prediction

Prediction is performed as a classification task in which the objective is to predict the cluster to

which the next serve will belong, amongst the 7 possibilities for either ad or deuce court. This

is performed with a random forest classifier (see Section 2.6.2). The best results are achieved

using feature vectors that capture the match score, and the serve styles of the player who is

serving and that of his/her opponent. This technique achieves 27.8% accuracy with respect to

predicting the cluster to which the next serve will belong.

The authors provide examples of the insights obtained from their work, and this is an excerpt

to illustrate it: ‘For Nadal, in normal situations his main serve tends to be down the line. In

break-point situations, however, almost half the time (48%) he serves wide of the court which

is totally different. Djokovic, on the other hand, does the opposite, in normal points he tends

to serve wide, but in break-points, he goes down the middle’ [24].
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Figure 3.11: Serve clusters for the advantage court, from [24].

Figure 3.12: Serve style histogram for Djokovic and Federer, from [24].

3.4.4 Predicting the Outcome of a Shot

In 2016 a method to predict the outcome of a point using player’s style and match context

was presented [25]. Predicting the outcome of a point is achieved by predicting whether the

next type of shot will be a winner or an error, which corresponds to a shot type classification

task. This is performed using a random decision forest classifier (see Section 2.6.2). The shot

features used by the classifier are:

• Angle, maximum height, average speed and instantaneous speed of the shot.

• Location of each player at the start and end of each stroke.

• Ground Stroke Speed Ratio: ratio between the ball speed of successive shots.

• Ground Stroke Weight Ratio: the ratio between the distance of the player making the
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current shot to the baseline and that of the opponent on the previous stroke.

• Lateral Player Movement Ratio: ratio of lateral distance covered by a player between

successive strokes.

Figure 3.13: Style histogram for Nadal, from [25].

Then, this simple model is enhanced using player style and context. A player’s style (style priors)

is defined using a histogram of single shots and shot combinations, and the context corresponds

to specific characteristics of the game such as score, court surface and other external factors

such as temperature.

The players’ style is defined similarly to the previously described work on serve style [24]. A

shot is characterised by sampling a number of points along its trajectory, and a dictionary is

learnt by clustering these using a K-means approach. Building the shot dictionary is based on:
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• Using assignment of single shots/shot combinations into items of the dictionary and min-

imising their reconstruction error.

• Minimising classification error when predicting the winner of a point using dictionary

words.

As in the previous section [24], once clusters of shots were established, the authors defined

a player’s style as a normalised histogram for each type of shot and shot combination, as

illustrated in Figure 3.13.

The authors evaluate their method in a test set of 9 349 shots and assess the performance of

their prediction of who will win a point using only shot features and also using style and/or

context. Incorporating style and context features yielded the best results, for which they

achieved a 0.38 Root Mean Squared Error6 when including shot index, set score and point

score information. Figure 3.14 illustrates how the point winning probability evolves as the

point progresses.

Figure 3.14: Point winning probability with style and context descriptors, from [25]. Rally
index is the shot index (first, second etc.) in the rally excluding the serve.

6This is calculated as
√
p(1− p), with p the confidence in the prediction that the player who won the points

would do so and p(1-p) the variance for a binomial distribution.
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3.5 Current Limitations

The work discussed in this chapter provides ways to find tennis patterns from spatio-temporal

data obtained from videos, whether the patterns be new ones or pre-defined. We also have seen

how spatio-temporal data can be used to represent a player’s style and make predictions at the

shot level. Previous work into the analysis of tennis from spatio-temporal data is promising

but also has some limitations:

1. Methods using manually annotated data, such as [105], cannot be widely applied. Firstly,

as we mentioned in Section 1.1, there is a limitation in the precision of data that can be

extracted manually, as the human visual system cannot record the exact bounce location

at the mm level. Secondly, the data so obtained can be biased by the annotators’ mental

state or their previous knowledge of the players. Finally, annotators must have expertise

in the field to produce accurate results. The availability of qualified people and the cost

associated with it limits the number of matches that can be realistically analysed.

2. Methods that implement automatic data collection evaluate their results in different ways,

most of the time in a qualitative manner (explained in Chapter 4). The lack of benchmark

datasets and evaluation protocols impedes the comparison between techniques and the

assessment of their accuracy.

3. The prediction work that we presented in Section 3.4 is based on Hawk-Eye data. Hawk-

Eye is currently only installed for major tournaments, and only researchers at Australian

research institutions have access to data collected at the Australian Open. Prediction

models adapted to the opponent need data from the two specific players, further reducing

the amount of data available. Therefore, the models presented here that adapt to the

opponent can only be applied to players that competed in most matches in the tournament

(Djokovic, Federer and Nadal) and can only be adapted using data from that tournament,

since no other Hawk-Eye data is available to the researchers [6; 24–26; 111]. In addition

to this, researchers using Hawk-Eye data have access to the information collected by

the system but have no control for obtaining additional data. For example, Hawk-Eye
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does not currently perform action recognition, and this is not used in models that use

Hawk-Eye data, but researchers have no way to implement action recognition for this

data.

4. The lack of a unified framework for knowledge discovery and prediction hampers the

comparison of results obtained from different techniques. Because different researchers

use different data extraction techniques, different sources of data (different tournaments,

for example), different data analysis techniques (shots belonging to clusters, exact impact

location of a shot or play patterns defined differently) it becomes challenging to compare

performance between different approaches. In our opinion, this reflects how the field is

still in an exploratory phase.

5. This chapter has shown promising directions of research for knowledge discovery and

prediction in tennis using spatio-temporal data. However, there is still need for research

in understanding how to translate these results into the real-world and have an impact

on changing play and training strategies for tennis players.

Figure 3.15 shows how the limitations described above fit in the context of spatio-temporal

analysis of tennis, incorporating the research described in this chapter. As can be seen, limita-

tions 1, 2, 3 and 4 can be addressed by a unified framework for the automatic extraction and

analysis of spatio-temporal tennis data, and this is our focus in the remainder of this thesis.
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Chapter 4

Seeing Like a Coach: Real-Time Data

Collection

In the previous chapter, we have seen how the analysis of spatio-temporal data can lead to

useful in-play prediction at the shot level and bring insights into players’ tactics and style.

We have also observed that most limitations for research in this area originate from a lack of

widely available data. With the objective to overcome such a challenge, we have developed a

low-cost system for collecting spatio-temporal tennis data in real-time. This chapter focuses

on the hardware and software components of our system, the algorithms developed for our

technology and the analysis of their performance. It is based on a paper that was presented

at the Mathsports International Conference in Loughborough in 2015 [11]. I supervised the

implementation of this work as postgraduate student group project by George Barnett, Casper

da Costa-Luis, Jose Garcia Maegli, Martin Ingram and James Neale. It was heavily based on

my first year PhD research in monocular tennis video analysis.

The main contribution from this chapter is our low-cost spatio-temporal tennis data collec-

tion system, with its novel design and implementation. In addition to this, we also provide

an overview and comparison of existing tennis ball and player detection algorithms, which is

currently missing in the literature. This chapter addresses the Vision Layer of our framework

shown in Figure 1.11.

81
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4.1 System Requirements and Components

In this chapter we present our novel low-cost spatio-temporal tennis data collection system

to obtain the player and ball locations relative to the court in real-time. In Section 1.1 we

showed that some highly complex spatio-temporal tennis data collection systems already exist.

However, their cost and complexity limits the use of these technologies to professional players

and elite venues. This is why we developed a system more accessible to the general public.

Taking this into account, the principal requirements of our technology are:

• Accurate: the accurate localisation of the ball and player location is essential for our

system. Previous work in spatio-temporal tennis analysis described in Chapter 3 use

clustering techniques or space discretisation that leaves space for a margin of error with-

out loss of performance. We determine the acceptable error threshold based on expert

umpires’ performance. Figure 4.1 shows the umpire errors of challenged line calls ac-

cording to Hawk-Eye data from 1 473 challenges during 15 tournaments between 2006

and 2007. The maximum error is 10cm. It is important to note that umpires at major

tournaments (where Hawk-Eye is available) are highly qualified and exact ball location

is easier to determine when bouncing next to the line, compared to bounces occurring at

locations without nearby landmarks. Therefore we expect the error in the ball and player

localisation from less expert manual annotators to be even higher in the general case.

• Real-time: many applications of this system would notably benefit from collecting and

processing the information in real-time. For example, using it for line calling or providing

feedback to players during training.

• Unobtrusive: after discussing with tennis coaches, we concluded that most tennis players

prefer unobtrusive systems that will not interfere with their performance. This rules out

the possibility of using wearable devices and racket sensors in our work.

• Portable: for our system to be accessible to the general public it must be able to be

transported to and installed in any court quickly and easily.
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• Low cost: existing technologies like Hawk-Eye and Playsight Smart-Court (see Sec-

tion 1.1) are limited to major tournaments or a small number of exclusive tennis clubs

due to their cost. We want to build a system which is more affordable and accessible to

the general public.

Figure 4.1: Umpire errors of challenged line calls according to Hawk-Eye [113]. Filled circles
represent the proportion of challenges at each ball position and open circles are the proportion
of line judge errors.

Decisions over the hardware used, software components and the development of algorithms

for the different components of our detection system are framed by these constraints and the

trade-offs between them. The rest of the chapter focuses on the main components of our system:

1. Hardware and Software Components – Section 4.2

2. Court Detection – Section 4.3.

3. 2D Player Detection – Section 4.4.

4. 2D Ball Detection – Section 4.5.

5. 3D Ball and Player Position (from 2D Data) – Section 4.6
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4.2 System Components

4.2.1 Hardware

A clear image of the ball from at least two cameras is required at all times in order to accurately

infer its 3D position. To guarantee this, we decided that the minimum number of cameras

required is four, one at each corner of the court, as shown in Figure 4.2. The systems also

requires a computer connected to the cameras to process the frames in real-time and store the

recordings for subsequent analysis. Finally, a mechanism to synchronise frame capture from

the four cameras is also necessary to ensure the accuracy of the 3D location calculation.

Figure 4.2: Configuration of the detection system hardware.

More specifically, the characteristics of the equipment used for our data collection system pre-

sented in this thesis are as follows. The camera model chosen is the Basler Ace acA 1300-60gm,

a high-resolution (1280× 1024 pixels) and high frame rate (60 fps) monochrome camera. High-

resolution and frame rate are important to minimise motion blur, and we chose monochrome

cameras to increase computational speed, considering that colour is not an essential attribute

for object detection in our setting. We have complemented the cameras with low distortion

Kowa LMVZ4411 lenses. The cameras are connected to a four-port Gigabit Ethernet card

through Gigabit Ethernet cables that have a dual function: to deliver the camera capture at

high speed to the computer and provide Power over Ethernet to the cameras, reducing cabling

requirements. The computer used for processing is an HP Z620 Desktop Workstation with a

4 core processor1, a fast 400GB PCI-E SSD and a GTX 980 NVIDIA graphics card. The system

is low-cost, unobtrusive and portable, fulfilling three of the system constraints listed earlier.

1Intel Xeon(R) CPU E5-1630 v3 at 3.70GHz.
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4.2.2 Software

Our software is composed of three layers as shown in Figure 4.3: frame capture, frame processing

and display.

Frame Capture The Pylon Camera Software Suite was used to interface with the cameras

and set properties such as exposure. An external 60 Hz signal generator was built to produce

synchronised frame capture signals for the four cameras.

Frame Processing The computer vision part of the project is implemented in C++ using the

OpenCV library [43] with an object-oriented design so that the system can easily be extended

for new features. It is organised as a multi-threaded application in which player and ball are

detected independently and in parallel for each frame (Sections 4.4 and 4.5 respectively) before

the information is combined to obtain their 3D positions (Section 4.6). By processing the

frames using eight parallel threads, the processing speed increases, and we are able to run our

detection algorithms in real-time.

Figure 4.3: Software components of our system.
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Display The data obtained from the frame processing module is fed into the data display

module, which presents a 3D virtual environment where the court, player and ball positions are

shown. It is a user-friendly display (screen-shot shown at the bottom of Figure 4.3) designed

in Unity, which facilitates cross-platform portability.

4.3 Court Detection

Detecting the court lines is a necessary step for our system in order to represent the position of

the players and ball within a meaningful coordinate system. Also, since the dimensions of the

court in the real-world are known, as shown in Figure 2.1, identifying the court on the frame

allows finding the extrinsic camera parameters (explained in Section 4.6.1) and the mapping

of frame coordinates to real-world coordinates, as will be described in Section 4.6. Therefore,

court detection is a crucial step for the vision system presented here, since any error translates

to errors in the real-world coordinates of the player and ball. The main difficulties in detecting

the court are:

• Lines can be blurry, especially on grass or clay surfaces.

• Lines can be partially occluded, generally by players.

• Non-court lines can be detected, for example when there are grandstands.

• The court may be only partially visible, with part of it out of the frame.

• When some court lines are not detected, or extra lines are detected, finding the corre-

spondences between lines on the frame and specific court lines (e.g. baseline) is difficult.

Our work on court detection was first developed for tennis broadcast videos, which are monoc-

ular, RGB and non-static. In this setting, all of the challenges mentioned above occur, and we

developed an algorithm able to address them.
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4.3.1 Related Work

Previous work on court detection and tracking has proven successful. In 2003, an algorithm

robust against occlusions, shadows and partial views of the court was developed [114], shown

in Figure 4.4. In 2010, another piece of work was presented achieving success in court detection

in videos from the Australian Open (10 135 frames), French Open (5 026 frames), Wimbledon

(7 667 frames) and US Open (8 327 frames), with an accuracy of 99%, 98%, 96% and 99%

respectively [115]. The approach used by both studies is based on three main steps:

1. Extract white pixels.

2. Detect lines, using RANSAC2 [115; 116] or Hough Transform [114].

3. Find correspondences between lines in the image and specific court lines, e.g. baseline.

(a) Partial view of the court. (b) Partial view of the court.

(c) Scene with strong shadow. (d) Scene with large occlusion.

Figure 4.4: Tennis court detection on different surfaces, from [114].

2Random sample consensus.
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4.3.2 Court Detection: Our Approach

Following the three steps listed above, this section describes our implementation of court de-

tection. We also include two additional components relative to existing work: net detection

and a court detection confidence computation.

Extract Court Pixels

This is the first step in detecting the tennis court. It is fundamental to find the correct lines and

to reduce the search space for line fitting algorithms, which are more computationally expensive

than pixel selection. There is a trade-off between being too restrictive and omitting court pixels

or being too permissive and including pixels belonging to the players, net or background. Court

pixels are selected based on these two characteristics:

• Colour: We know that the lines of tennis courts are always white. However, because of

illumination, video bandwidth and other factors, what we perceive as white in the videos

is not pure white. For this reason, pixels with an intensity value higher than 200 in a

monochrome image of the court (the maximum pixel intensity value that can be reached

is 255) are selected.

• Belong to a line: For each pixel selected based on colour, we verify that its neighbouring

pixels, within a certain distance τ either vertically or horizontally, have a considerably

darker colour. τ is determined based on the approximate width of the tennis court lines

and a threshold th for the intensity difference is selected. As shown in Figure 4.5a, if

Mij (pixel in the ith column and jth row in image M) belongs to a vertical line, then

Mij −M(i+τ)j > th and Mij −M(i−τ)j > th. However, this is not the case in Figure 4.5b.

The same approach is used for horizontal lines, withMij−Mi(j+τ) > th andMij−Mi(j−τ) >

th.

Each element of the source image is analysed based on these features, and court pixels are set

to white, as illustrated in the image of Figure 4.6.



4.3. Court Detection 89

(a) The pixel belongs to a line. (b) The pixel does not belong to a line.

Figure 4.5: Schematic representation to detect whether a pixel belongs to a line, with τ = 3.

Figure 4.6: Image resulting from court pixel extraction.
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Court Lines

Once the court pixels are extracted, lines are detected through the following steps:

1. Line detection: This is achieved by applying the probabilistic Hough Transform algorithm

(explained in Section 2.5.3) to the court pixels image, like the one shown in Figure 4.6.

2. Selected lines classification: The lines that have been detected are classified into horizontal

and vertical lines on the left and right-hand-side of the image separately. Next, the lines

are sorted within each of the categories: horizontal lines are ordered by y-coordinate from

top to bottom (left to right if the y coordinate is the same), left vertical lines are ordered

by x-coordinate from right to left, and right vertical lines from left to right (from top to

bottom if the x-coordinate is the same). A more detailed description of this process is

provided in Appendix B.

3. Merging of selected lines: For each group of lines, the ones that are considered to be du-

plicates are merged. Appendix C contains a comprehensive explanation of the technique.

Court Correspondences

Now that a number of line candidates have been obtained, the next step consists in finding

correspondences between lines in the image and specific court lines, e.g. the baseline.

For each possible combination of a pair of horizontal lines and a pair of vertical lines, we

calculate the four intersections between horizontal and vertical lines3. Then, we try to find

the correspondences between these four points and four points of court line intersections for

eleven different court configurations, shown in Appendix F. For example, for configuration 1

in Appendix F, we will assume that the four points found on the frame are the four outermost

corners of the court. Based on that, we will infer where the rest of the court lines are in the

frame and calculate how accurate this hypothesis is. In this way the accuracy of each of the 11

court configurations is calculated.

3The middle line of the court is excluded in finding court correspondences as it is generally not a white line,
since the net is used to mark the middle of the court.
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Court Accuracy

To measure how accurately a possible court configuration matches the court in the current

frame, an image is generated where all court lines are projected onto a frame based on the

current hypothesis (which contains only four lines), as shown in Figure 4.7b and explained in

detail in Appendix E. Then we perform a bitwise AND operation between the projected court

(Figure 4.7b) and the court pixels (Figure 4.7a). The accuracy is obtained by applying the

following criteria to the resulting frame:


+1 For each pixel of the projected court that matches a court pixel of the frame.

−0.5 For each pixel of the projected court that does not match a court pixel of the frame.

0 For each pixel of the projected court that lies outside of the frame.

Finally, the hypothesis with highest accuracy (amongst the 11 court configurations) is selected.

This approach allows detecting the court event from a partial view, as shown in Figure 4.8.

(a) Frame court pixels. (b) Court model after transformation.

Figure 4.7: The two images necessary to measure the accuracy of the court projection.

Figure 4.8: Court detection (in orange) from a partial view.
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Court tracking

If the court was found in the previous frame, rather than repeating the protocol for court

detection, the court is tracked based on its previous location. Court tracking consists in finding

the new position of the four corners found when searching for the court, and this is done

by separately tracking the four court lines that intersect at these corners. The algorithm for

tracking a line consists of selecting 100 points4 equally spaced along the line and finding the

neighbouring pixel in any direction in the new frame with the highest intensity, provided it is

above the intensity threshold used in court detection. If more than 50 points are found (half of

the sampled points), the new court line is the one resulting to fitting them via a least-squares

method. Otherwise, the court is searched again.

Location of the Net

The court dimensions and location of the centre line of the court are known from the court

detection. The frame is scanned bottom to top from this line for a certain distance, set to the

10% of the court length5. Similar to the tracking algorithm, 100 points in the middle line are

selected. For each of them, the pixel with the highest intensity among the 100 pixels above it is

selected and the line best fitting these points is taken as the net, displayed in blue in Figure 4.9.

Evaluation

Finally, we devised an evaluation step in the court detection and tracking algorithms. This

step consists in subtracting the source image (real image of the court) from the projected

court. The projected court is a binary image which has only white (on the court) and black

(background) pixels, with values 1 and 0 respectively. Therefore: WhitePixel − BlackPixel =

WhitePixel , WhitePixel − WhitePixel = BlackPixel , and black pixels are always left un-

changed since their value is 0 already, meaning that BlackPixel − BlackPixel = BlackPixel

4Adding more points would also work but would slow down the algorithm.
5Calculated using the perspective transformation of the court lines.
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and BlackPixel −WhitePixel = BlackPixel . In the resulting frame, pixels with value 1 cor-

respond to matching pixels (in the projected and detected court) and 0 pixels correspond to

non-matching ones. The subtraction will lead to an empty matrix (all pixels black) if all the

pixels of the source image that are in the same position as the projected court are white, re-

sulting in the highest accuracy score. The accuracy score has a maximum value of 100 and

is calculated as 100 minus the percentage of non-zero pixels in the subtracted image over the

total number of pixels in the projected court image. Accordingly, a higher number of white

pixels in the subtracted image will lead to lower accuracy score.

However, as previously mentioned the pixels in the source image should be pure white, and

this differs from what we perceive as white in the image. In addition to this, the width of the

lines of the projected and the real court are different. To overcome these limitations, we added

a preprocessing stage to the source image and generated a new image by applying a modified

thresholding operation. For every pixel in a monochrome representation of the image of origin

that has an intensity value above 200 (out of a maximum value of 255), the pixel at the same

location in the new image (initially all black) and its neighbours within a radius of 5 pixels

are set to white, to account for court line thickness. After this preprocessing of the source

image, the subtraction to the projected court is performed. Figure 4.9 shows examples of court

projections and their accuracy bar. It can be seen that the bar truly represents the accuracy

of the court fitting.

4.3.3 Results

Court detection was evaluated using our own metric, the accuracy score explained in Sec-

tion 4.3.2, due to the lack of a unified protocol for the evaluation of this task. Our court

detection algorithm had an accuracy score higher than 70% in 12 out of the 15 tested cases

which included low-resolution and high-definition images of courts with occlusions or partial

view in all kinds of surfaces (grass, clay and hard). The three cases where the algorithm failed

corresponded to grass surfaces with the marked lines worn out, but it was successful in another

3 grass surfaces. For the isolated cases in which the court detection had an accuracy score
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(a) Accurate court projection (68%) on grass
surface.

(b) Inaccurate court projection (11%) on grass
surface.

(c) Accurate court projection (86%) on hard
surface.

(d) Accurate court projection (86%) on hard
surface.

Figure 4.9: Display of the court projection and its accuracy.

lower than 70%, the use of an accuracy threshold allowed to reject that fit as too poor and not

continue on to player and ball detection for those cases until a good fit was found.

4.4 Player Detection

A broad range of techniques have been studied to solve this task. They will be reviewed in

the next section, but it is important to note that the characteristics of the video are crucial

to select the approach that is best suited. As mentioned above, our previous work addressed

player detection in monocular RGB videos, where the camera was moving [117]. This was

developed with the idea of using it with broadcast videos. However, inferring the 3D location

of objects from monocular videos is extremely challenging and an ongoing area of research.

For this reason, we decided to build our system with four cameras as shown in Figure 4.2 and,

in this setting, our objective is to detect only one player per camera – the one closest to it
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– resulting in a two-to-one camera to player ratio. The biggest challenges in detecting tennis

players in real-time from monochrome fixed cameras are:

• Moving objects in the background (e.g. people playing on an adjacent court or spectators).

• Missing colour information, as our cameras are monochrome.

• Player representation: it is often hard to detect specific landmarks (e.g. players’ feet),

but specific coordinates are needed to synchronise player detections from different views.

In other situations, additional challenges include:

• Moving camera: this causes movements in the background which makes it more difficult

to detect moving objects such as the ball or players and track them.

• Use of broadcast videos: they often contain additional information such as score displays,

and the player and court might not be present in some frames (e.g. footage of spectators,

player close-ups).

4.4.1 Related Work

Table 4.1 summarises the most relevant work in tennis player detection over recent years by

showing the approach used and the characteristics of the footage analysed. The techniques

referred in the table are summarised below:

• Dominant Colour Detection (DCD): the application of this technique to player de-

tection was introduced in [118]. It consists in calculating the mean value µ and variance

σ2 for each RGB channel (e.g. µr and σ2
r are the mean and variance of the red channel)

in the area inside of the court and the area immediately outside of it (“background”).

Players (“foreground”) are detected by selecting the pixels that are very different from

these values. For example, a given pixel p with value r in its red channel is considered to

be in the background if |r − µr| < 3σ2
r , or if the same condition is satisfied for the other

colour channels.
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• Frame difference (FD): In [119] players are detected by detecting salient/foreground

objects through the subtraction of consecutive frames. Camera movement is compensated

by using the court lines as reference. This approach has the drawback that if the player

is not moving much, his/her contour might not be accurately detected.

The results from the pieces of research presented in Table 4.1 are promising but cannot be

directly applied to our setting in which we do not have RGB information and need to coordinate

views from multiple cameras. In addition to this, most publications only present a qualitative

analysis of the results and do not provide information on the running time of their algorithms.

This makes it difficult to make decisions about algorithm design, and it is also problematic

for comparing them to our work. Nonetheless, and as will be shown in the next section, our

approach not only uses knowledge uncovered by this previous work but also includes some new

ideas to improve accuracy and execution speed in our setting.

4.4.2 Player Detection: Our Approach

Our design choices are motivated by two constraints: accuracy and processing speed, since we

want our system to be real-time. Based on these constraints and the existing literature described

above, we decided to use a combination of background subtraction and frame differencing for

the player detection. Our approach consists of two main steps: background reconstruction and

player detection itself.

Background reconstruction: generating the background image

We describe the background image of a video as the features that do not move or change over

time (or do so very slowly) and the intuition is to select the pixels that are stable through

time as the background. The background image is initialized to 0 (black image), as shown in

6Only the most challenging videos were tested for these results and details on testing methodology are absent.
7Player location defined as the player’s bounding box, and considered correct if at least 70% of the player’s

body is actually in the bounding box.
8In [120] the authors combine DCD with ED, for which they use the Sobel operator [122].
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Paper
Multiple Cameras

RGB
Detection

RT Acc

camera movement method

Vinyes et al., 2015 [11] - - BS –

Vinyes, 2013 [117] - FD Q

Dang et al., 2010 [115] - FD 86.6%6

Jiang et al., 2008 [120] - DCD + ED N/A Q

Han et al., 2007 [118] - DCD N/A 95%7

Miyamori and Iisaku,
2000 [121]

- FD N/A –

Sudhir et al., 1998 [119] - FD N/A Q

Table 4.1: Previous work in player detection. Detection methods are: BS – Background subtrac-
tion (described in the next section), DCD – Dominant Colour Detection, ED – Edge Detection8,
FD – Frame difference, RT – Real Time, Acc – Accuracy, Q – only qualitative results provided.

Figure 4.10. Then, each frame is divided into a grid of 8 pixels × 64 pixels blocks, because

people are usually taller than they are wide. Then, blocks at the same position are compared

between consecutive frames. The similarity between two blocks is estimated by calculating

their pixel-wise intensity difference. If 98% of pixels have an absolute intensity difference lower

than 3, the block is considered stable and incorporated into the background image. Otherwise,

the block is not included in the background. This process is iteratively applied to new frames

until all blocks in the background image are filled, meaning that a complete background image

has been obtained. The process is applied to each camera separately, leading to one complete

background image per camera.

During this process, player detection is not performed, but the process is fast enough (in the

order of ms) for the delay to be negligible (we expect that at the beginning of a match/training
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session players are still getting into position). Selected steps from this process are shown

in Figure 4.10, and it can be seen how the initially empty background image progressively

incorporates background blocks until a complete background image is generated. A complete

version is shown in Appendix D. After the background is generated, it gets updated with

every new frame captured to incorporate changes to the background (e.g. illumination); this

is done through a weighted sum of the current background image with a 0.99 weight and the

incoming frame with a 0.01 weight. The incoming frame has a very low weight in order to avoid

incorporating non-background changes (e.g. a player moving) and to include changes that are

more stable over time (e.g. changes in illumination ).

Player detection

Once the background image is generated, player detection can be achieved as illustrated in Fig-

ure 4.11. First, foreground pixels in the current frame are detected by calculating the absolute

difference with the background image. Then, noise is removed by applying a binary threshold-

ing operation, from which pixels with very low intensity (lower than 10) are discarded. Once

this is complete, player detection takes place by selecting the foreground pixels within a region

of interest (ROI), corresponding to the area in which the player can be located. For the frames

in which the prior player position is unknown, the ROI for each player corresponds to their half

court and detection is performed in this area. For the frames in which the prior positions are

known, detection is carried out only in areas within a given distance d of the player, with d

defined according to the maximum speed of a player’s movement. The average size of a player

in our videos is 50 pixels × 200 pixels. Our estimated maximum distance covered by a player

between two consecutive frames in the x direction (generally corresponding to movement to the

left or right) is 35 pixels, 70% of the player’s width. In the y direction (generally corresponding

to movement up and down or forward and backwards), we estimate that the maximum distance

a player can move between two consecutive frames is 60 pixels, which represents 30% of the

player’s height, since lateral movements are generally of wider range than vertical movements

and forward/backwards movements appear smaller than lateral movements due to the perspec-
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Figure 4.10: Background generation example. Initially the background image is empty and it
progressively incorporates background blocks until a complete background image is generated.



100 Chapter 4. Seeing Like a Coach: Real-Time Data Collection

(a) Frame (b) ROI (c) Background (d) Foreground

(e) Frame (f) ROI (g) Background (h) Foreground

Figure 4.11: Player detection at the first iteration (a to d) and at a later stage (e to h). ROI
is Region of Interest.

tive. Once the collection of foreground pixels within the appropriate ROI is obtained, contours9

are extracted using the OpenCV implementation findContours based on [123] and the contour

with the largest area is selected. The precise location of the player is represented as the centre

of mass (x̄, ȳ) of the area within the selected contour and is calculated as follows:

x̄ =
m10

m00

, ȳ =
m01

m00

(4.1)

where m are the spatial moments:

mpq =
∑
x,y

Ix,y × xp × yq (4.2)

and Ix,y is the intensity of the pixel with coordinates x and y in the input image.

9Collection of foreground pixels that represent the boundary of an object.
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4.4.3 Results

The player detection results are 2D coordinates that represent the estimated centre of mass

of the area within the selected player contour on the frame. The ground truth player data is

manually labelled and stored as the coordinates defining a rectangle surrounding the player.

The results presented in this chapter (also for the ball and inferred 3D locations) are the

analysis of 5 342 frames from 12 videos in 3 different scenarios (4 videos for each scenario, one

per camera). Videos can be accessed at: https://www.doc.ic.ac.uk/sv212-tennis/.

The automatically detected centre of mass is within the ground truth bounding box in all of

the analysed frames. However, to further evaluate our results we also calculated the detection

error as the Euclidean distance between the centre of the ground truth bounding box and the

detected centre of mass. Figure 4.12a shows that the errors never exceed 40 pixels.

Considering that the bounding box of the player contour in our videos is up to 50 pixels width

by 200 pixels height and that we are comparing centre of mass (in experiments) to the centre of

the bounding box (in ground truth) we consider our results to be of good quality. In addition

to this, we decided to also represent the error as a relative measure with respect to the size

of the bounding box. We noticed that a given error distance of x pixels represents a larger

mistake if the bounding box of the player is smaller. To reflect this, the error was re-scaled

according to the size of the ground-truth bounding box by taking its ratio in the height and

width dimensions. Figure 4.12b shows these results for each camera, and we can see that for

80% of the frames the error is less than 20% of the bounding box, and the error never exceeds

30%. It is also interesting to note that the results are more stable between the different cameras

in Figure 4.12b than in Figure 4.12a. This is because the player is closer to some of the cameras

than others. For example, camera 1 has a bigger error in terms of pixels than the other cameras.

This is probably because the player is very close to it, causing the distance between the detected

centre of mass and the manually labelled centre of the bounding box to be larger in absolute

terms, but when the error is scaled to the player size, it seems to be closer to the results from

the other cameras.

https://www.doc.ic.ac.uk/sv212-tennis/
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(a) As a number of pixels.

(b) As a percentage of its bounding box.

Figure 4.12: Accuracy of player detection.

4.5 Ball Detection

After having discussed our player detection algorithm, this section focuses on tennis ball de-

tection. Our objective is to detect the ball from at least two cameras at any point in time in

order to be able to infer its 3D location. Our system was designed with four cameras so that

when the ball is very far away from a camera or occluded by a player, it will still be visible by

at least two other cameras. The main challenges in this task are the following:
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• Ball size: the ball is very small compared to the court and players dimensions. This

makes it harder to detect. For example, noise pixels in the frame differencing (as used to

detect players) might form structures of similar size to the ball.

• Ball speed: even if the ball shape is a sphere, its appearance may be that of an ellipse

with variable parameters when travelling at high speed (this effect is called motion blur).

• Occlusions: the ball might be occluded by a player, and its image may also merge with

that of the racket when it is being hit.

Tracking a player only differed from detecting a player by reducing the region of the image

that was processed. We knew that the player should be close to its previous location but

the direction in which she/he was moving was not deterministic (i.e. a player might decide to

change direction at any time). By contrast, the tennis ball follows the laws of physics and

some trajectories are not possible (e.g. the ball will not change trajectory without impacting

with another object). This has a strong effect on the tracking algorithms as we will see later.

Additional challenges coming from the settings of our system are the same as in Section 4.4

(i.e. moving objects in the background and lack of colour information since we use monochrome

cameras).

4.5.1 Related Work

Table 4.2 summarises previous work on ball detection. Most successful approaches start with

the extraction of foreground pixels and their clustering into entities, by pixel proximity. This

results in a number of ball candidates since, as we just mentioned, the small dimensions of

the ball mean that they may get confused with noise. The most complicated part in the ball

detection comes at this stage when candidates must be classified and the best one selected –

this is where approaches differ. As can be seen in Table 4.2, some algorithms focus on selecting

the best candidate based on the ball features alone [124; 125], while others also look at possible

ball trajectories [126–128], taking advantage of the fact that ball trajectory can be modelled

using the laws of physics.



104 Chapter 4. Seeing Like a Coach: Real-Time Data Collection

Ball features

Selecting the best ball candidate can be done using different features. Colour, size and shape

are the most common and Table 4.2 reveals which features are used for each of the algorithms

presented. In [124], the best candidate is selected solely on colour, which might lead to inaccu-

racies as the colour of the tennis ball in an image can be affected by the colour of neighbouring

pixels due to the camera resolution. This is why also looking at shape similarity seems a good

idea. Finding which ball candidate has a shape most similar to a tennis ball can be approached

in many different ways. In [126; 128] the authors only look at the height to width ratio, and

it seems to give good results in their work. [127] takes a more sophisticated approach. First,

an ellipse is fitted to each blob of pixels with the potential to be the tennis ball using the least

squares criterion. Then, an SVM is used to classify them as tennis ball shape or other shape

based on the following features of the fitted ellipse: (1) Ellipse centre coordinates, (2) Major

and minor axes of the ellipse, (3) Mean of HSV10 channels within the ellipse and (4) Gradient

vectors11 from a number of points in the ellipse contour.

Ball trajectory

In 2004, Yu et al. incorporated a new dimension into ball detection [128]. Besides looking at

whether a candidate looked like a ball, they also took into account whether its motion was con-

sistent with the trajectory of a ball. They used a Kalman Filter (more detail in Appendix G)

to model tennis ball trajectories and found out which candidates contributed to plausible tra-

jectories. On the same lines, a new approach was presented in [127], this time using a particle

filter. This is a methodology that is used to solve problems in signal processing and Bayesian

inference. The system state is defined as the ball position and velocity, and state transitions are

modelled from the laws of physics with added noise. A more detailed description of the method

is given in Appendix H. Most recently, a new approach was presented where the authors worked

with the following constraint: the ball should follow a semi-linear trajectory12 at a speed within

10Hue, Saturation, Value colour space
11Directional change of pixel intensity
12Piecewise linear trajectory.
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some specified boundaries [126]. Instead of modelling entire ball trajectories, a ball candidate

is added to a trajectory, if it follows a locally linear path. This assumes a non-spinning ball,

and to model spin a more complex model would be needed.

Comparison

It is hard to compare the different techniques shown in Table 4.2 for two main reasons. First,

there is no benchmark dataset or standardised method to calculate tracking accuracy in this

domain, and each paper presents their results differently:

• In [124] the authors only provide qualitative results through visual inspection.

• In [128] results are presented as a percentage of the frames in which the ball was detected

or tracked (average of 77%), but they do not offer a quantitative measure of the error

distance in ball tracking.

• In [127] the authors analyse their results through visual inspection only, and qualify their

results as ‘excellent’ for 69 out of 70 shots.

Second, some of the work presented has a goal that requires ball tracking but is different from

it (e.g. detecting high-level events), and their results are only analysed for the final task [125;

126]. However, based on our visual examination of the images shown in the above-mentioned

publications, we consider that all the algorithms that we have discussed produced qualitatively

acceptable results.

Applicability to our setting

To see which of the above-presented techniques could be used in our work there is a major issue:

the cited work does not provide information on running time, and it is crucial that our system

runs in real-time. However, amongst the work shown in Table 4.2, we consider [125; 126]

to be closer to our problem because they do not use colour information and our videos are
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monochrome. In addition to this, it has been recently shown that tracking using Kalman

Filters, Particle Filters and Random Forests perform similarly, and Random Forests perform

better for high noise measurements [130], which is our case. For these reasons, our approach

involves using Random Forests to detect the tennis ball based on ball appearance and trajectory,

as will be described in more detail in the next section.

4.5.2 Ball Detection: Our Approach

Our approach to ball detection is presented here, and it can be seen to have some common

features with previous work and also contribute new ideas. First, we describe in more detail

how foreground pixels are detected and clustered into ball candidates. Then we propose a novel

approach for selecting the best candidate. We employ Random Forests to learn to identify ball

shape (using the seven Hu moments, described later) and ball trajectory.

Extract foreground pixels

The aim of this stage is to extract the pixels that have changed from the previous frame: these

pixels are intended to represent motion. Given a frame at time t, the pixels representing motion

are stored in a matrix that will be referred to as motion matrix. As illustrated in Figure 4.13,

it is computed through the following steps:

1. first motion: Calculate the absolute pixel intensity difference between frames t − 1 and

frame t and threshold the image, in order to keep only the pixels in the highest decile of

intensity change. This frame will contain the moving objects which include the current

ball position at time t and the ball position at t− 1.

2. second motion: Similar to the previous step, calculate the absolute pixel intensity differ-

ence between frames t + 1 and frame t − 1. In this case the frame will contain the ball

position at t+ 1 and at t− 1.
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3. In the motion matrix, set the pixels as in first motion and then set to 0 those pixels which

are non-zero pixels in second motion.

Figure 4.13: Diagram of motion extraction for ball detection, inspired by [131].

Finding and selecting candidates

Next, contours of ball candidates are detected on the motion matrix using the OpenCV im-

plementation findContours, based on [123]. Then the best candidate is selected by assigning

a score to each potential ball contour using two Random Forest classifiers, explained in Sec-

tion 2.6.2. Each of the Random Forests has a maximum number of 500 trees with a maximum

depth of 15 nodes and were trained using six videos each.

The first classifier is trained to recognise a ball contour shape based on the contours’ Hu

moments and the contour area, using 26 530 candidates. The seven Hu moments of a contour

are descriptors invariant to image scale and rotation. Following from Equations (4.1) and (4.2)
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and using the same notation, the seven Hu moments are calculated as follows (from [9]):

hu[0] = η20 + η02

hu[1] = (η20 − η02)2 + 4η211

hu[2] = (η30 − 3η12)
2 + (3η21 − η03)2

hu[3] = (η30 + η12)
2 + (η21 + η03)

2

hu[4] = (η30 − 3η12)(η30 + η12) + [(η30 + η12)
2 − 3(η21 + η03)

2]

+ (3η21 − η03)(η21 + η03)[3(η30 + η12)
2 − (η21 + η03)

2]

hu[5] = (η20 − η02)[(η30 + η12)
2 − (η21 + η03)

2] + 4η11(η30 + η12)(η21 + η03)

hu[6] = (3η21 − η03)(η21 + η03) + [3(η30 + η12)
2 − (η21 + η03)

2]

− (η30 − η12)(η21 + η03)[3(η30 + η12)
2 − (η21 + η03)

2]

(4.3)

where η are the normalised central moments:

ηji =
µji

m
(i+j)/2+1
00

(4.4)

m00 is defined in Equation (4.2) and µi,j are the central moments:

µij =
∑
x,y

Ix,y × (x− x̄)i × (y − ȳ)j (4.5)

The second classifier is trained on the ball trajectory, using 1 863 trajectories from 6 videos.

The trajectory is defined by the quadratic function that is fitted to the x and y coordinates

and the features used for training are the average error of the fit to the trajectory, the ball

candidates’ average score (based on their shape) and standard deviation (based on their shape)

and the number of previous candidates fitting that trajectory.

4.5.3 Results

The ball detection generates a set of 2D coordinates which are compared to the 5 342 manually

annotated frames from 12 videos (as in Section 4.4.3), labelled with the coordinates of the
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centre of the tennis ball. Figure 4.14 shows the error in ball detection as the Euclidean distance

between the detected point and the ground truth for every frame in which a ball candidate

was obtained. Each curve in Figure 4.14 represents frames captured by a different camera. It

can be observed that for each camera the error is less than 2 pixels for more than 75% of the

frames and less than 6 pixels for almost all frames (Camera 1 does not even converge at 6 pixels

because it has an outlier, which is at a distance of 51 pixels). Considering that the ball has a

diameter of up to 10 pixels depending on its proximity to the camera, we find these results to

be highly satisfactory.

Figure 4.14: Accuracy of ball detection.

4.6 Triangulation

Ball and player detection in 2D are performed in parallel for the four cameras, and these results

must be integrated in order to obtain the 3D location of ball and player relative to the court.

This process is called triangulation and corresponds to mapping 2D frame coordinates to 3D

coordinates in the real world. To address this, we first need to be able to build a camera model

describing the mapping from any 3D point in the real world to 2D frame coordinates. This
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section will start reviewing some theory for building a camera model in Section 4.6.1 and doing

the necessary camera calibration in Section 4.6.2. From these, our approach to triangulation

is explained in Section 4.6.3. Finally, Section 4.6.4 will discuss the results obtained and reveal

how small inaccuracies in 2D detection translate to 3D space. We note that there is a need to

synchronise the cameras with respect to a common clock so that triangulation is performed on

time-synchronised frame data.

4.6.1 Camera Model

Figure 4.15: Diagram of a pinhole camera model.

The simplest camera model is that of a pinhole camera. As shown in Figure 4.15, the camera has

a small aperture that allows only a few rays to reach the image plane. The distance between the

pinhole and the image plane is the focal length f . The 3D coordinates of the object in the real

world are labelled X, Y and Z (object height, width and distance from camera, respectively)

and the 2D corresponding location in the image plane are u and v (image height and width,

respectively). With this and by the property of similar triangles (shown in Figure 4.15 for f ,

u, Z and X), we have:

f

Z
=

u

X
=

v

Y
(4.6)
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and therefore

u =
fX

Z
and v =

fY

Z
(4.7)

which can be written as


u′

v′

w′

 = Mint


X

Y

Z

 where Mint =


f 0 0

0 f 0

0 0 1

 (4.8)

by using the homogeneous coordinates (u′, v′, w′) for (u, v) for which u = u′

w′
and v = v′

w′
. If

the intersection of the Z axis and image frame does not correspond to the origin of the image

coordinate system, a translation should be incorporated to Mint, giving:

Mint =


f 0 cu

0 f cv

0 0 1

 (4.9)

where cu and cv are the 2D translation parameters in the u and v axis directions respectively.

Mint is known as the intrinsic camera matrix expressing the camera intrinsic parameters [34].

The above camera model in Equation (4.8) assumes that the camera is located at the origin

in the real-world and that it is pointing in the exact direction of the Z axis, but that is not

generally the case. The location of the camera in the real-world is defined by the extrinsic

camera parameters Mext, whose values are its rotation R and 3D translation t relative to the

origin:

Mext =


r11 r12 r13 t1

r21 r22 r33 t2

r31 r32 r33 t3

 where R =


r11 r12 r13

r21 r22 r33

r31 r32 r33

 and t =


t1

t2

t3

 (4.10)
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By knowing these intrinsic and extrinsic camera parameters, it is possible to model the mapping

from any point in the real-world to frame coordinates through the following equation:


u

v

1

 = Mint Mext



X

Y

Z

1


(4.11)

where X, Y, Z are the 3D coordinates of a point in the real world, u, v, are its coordinates

in the frame in pixels and Mint and Mext are the camera intrinsic and extrinsic parameters

respectively [34].

4.6.2 Calibration

Finding the intrinsic and/or extrinsic camera parameters is performed through the process of

camera calibration.

Intrinsic camera parameters

Intrinsic camera parameters can be estimated by varying Mext (i.e. moving the camera) and

knowing the correspondences of 3D coordinates in the real-world and 2D coordinates in the

image frame. In this situation, Mint can be inferred as it is the only constant parameter

in Equation (4.11). The same task can be achieved by taking multiple views of a planar surface.

A common approach is to use a 2D chessboard image, where the dimensions of squares and

their corner positions in the real-world are known, and their 2D location in the frame can easily

be detected automatically because of the structure of the pattern. This is the approach that

we adopted in our project, using the OpenCV implementation based on [132; 133]. Intrinsic

parameters only need to be calculated once, before using the system for the first time, since

they are inherent to the camera and do not change. This can be done off-line and does not

represent any real-time overhead for our system.
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Extrinsic camera parameters

Once the intrinsic camera parameters, Mint are known, Mext can be calculated by using Equa-

tion (4.11) again, provided that correspondences between points in the frame and points in the

real world are known. In our setting, the tennis court dimensions are known (see Section 2.1).

We define the real-world coordinate system with the origin at the centre of the court and express

intersections of the court lines in this newly defined coordinate system. When the cameras are

installed in the court, Mext is found by minimising the sum of squared distances between the

coordinates of twelve points (court line intersections) in the frame and the projected points.

Calculating Mext needs to be done only once every time the cameras are installed in the court.

It can be done before starting the match or training session without adding any overhead to

the system when in-play.

4.6.3 Triangulation

Now that the camera’s intrinsic and extrinsic parameters are known, triangulation can be per-

formed. Triangulation is referred to the process of finding the 3D coordinates of a point, given

its known position in images taken from at least two different views. As shown in Figure 4.16,

a given point a in a 2D image corresponds to a ray Ra in 3D space. This ray can be defined

using the camera parameters Mint and Mext from Equation (4.10). Ra is a vector relative to an

origin t (from Mext) and defined as:

Ra = (Mint R)−1


ax

ay

1

 (4.12)

where R is the rotation matrix shown in Equation (4.10). Therefore, if we only have one view

of an object (only one 2D image), we know that the object lies on that 3D ray in the real-world,

but we lack sufficient information to know its exact location. However, if we know the location

of an object in two 2D images taken from different angles (a and a′ in Figure 4.16) it is possible
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Figure 4.16: Triangulation.

to find the 3D coordinates of that point by calculating the intersection of their rays (Ra and

Ra′ in Figure 4.16). Unfortunately, the rays (Rb and Rb′) might not intersect due to noise in the

camera calibration stage or in detecting the 2D coordinates (e.g. if we detect b and b′ instead

of a and a′). Finding the correct 3D coordinates thus becomes a challenging problem for which

different techniques can be applied (direct linear transformation [134], polynomial [135] etc.) We

have employed the mid-point method [136] because of its efficiency and the speed requirement

of this project (otherwise, more sophisticated methods such as polynomial triangulation could

be used). The mid-point method is simple and the 3D point A is the best fit solution to:

min[d(Rb, A)2 + d(Rb′ , A)2] (4.13)

where d(R,A) is the Euclidean distance between R and A.

4.6.4 3D data

The results for the 2D ball and player detection experiments can be accurately analysed because

ground truth data was manually annotated in the videos. However, this is not the case for 3D
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data as this requires additional equipment that was not available to us (e.g. RFID sensors or

lasers). To assess the accuracy of the 3D ball location inferred by our system, we analysed our

results in two ways: qualitatively and quantitatively. First, we projected the detected 3D ball

locations onto a 3D viewer (as shown in Figure 4.3) and replayed the recorded sequences. We

visually inspected our 3D reconstruction and ensured that it was consistent with the recorded

video sequences. To assess our results also quantitatively, we calculated the 3D location of the

ball from the annotated 2D ground truth data and compared it to our inferred 3D locations,

calculated from the automatically detected 2D ball coordinates. Figure 4.17 shows these results

with the error defined as the Euclidean distance between the 3D locations calculated from the

ground truth and our automatically calculated 3D locations. As can be seen in Figure 4.17,

80% of the 5 342 frames (mentioned in Section 4.4.3) had an error smaller than 10cm. It is

important to note that even though the 2D ball location might not be obtained for each camera

for every frame, 3D data is still produced for every single frame as it integrates data from all

cameras and estimates the values for frames in which the ball was not detected.

Figure 4.17: Accuracy of 3D ball detection in cm.

The same analysis was run for the player 3D location, and the error is always less than 25cm

and less than 6cm for over 80% of the frames, as shown in Figure 4.18. It is interesting to note

how Player 1 is detected with higher accuracy than Player 2. A posterior review of the videos

revealed that there was a small focus error in one of the cameras, which was closer to Player 2.



4.7. Processing Speed 117

Keeping in mind that the player dimensions are typically approximately 50cm ×170cm ×20cm

and the ball diameter is in the order of 7cm, we consider our results to be of good quality.

Figure 4.18: Accuracy of 3D player detection in cm.

4.7 Processing Speed

From the beginning of this chapter we emphasised the importance of our system to run in real-

time. This means that the video processing time should be shorter than the video duration.

Our cameras are 60fps, and our processing rate should be faster than 240fps as the system is

comprised of 4 cameras. We randomly selected six videos and ran our system four times for

each video. The average frame processing rate of the algorithm was 244.27±6.28fps13 in total,

when using the hardware described in Section 4.2.1. The speed of our system greatly benefits

from the thread parallelism explained in Section 4.2.2; it runs more than three times faster

than when the system is run in serial mode (72fps).

13Mean ± one standard deviation.
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4.8 Conclusion

The main contribution of the work presented in this chapter is the design and implementation

of a system able to collect 3D spatio-temporal data from a tennis match or training session

in real-time from affordable commodity hardware, fulfilling the criteria listed in Section 4.1.

We combined an adaptive background generation for detecting the players through background

subtraction with Machine Learning techniques for the ball detection. Ball candidates were

obtained through frame differencing and finding contours. Then, Random Forest classifiers

were used to select the best candidates based on ball shape and trajectory. Finally, a mid-point

triangulation method was used to calculate the 3D coordinates of the player and ball from their

2D locations in the frame.

We were able to locate the tennis ball with an error lower than 2 pixels for over 75% of the

frames and not exceeding 6 pixels for most frames. The centre of mass of the player is always

detected within its ground-truth bounding box and a maximum displacement error of 20% of

the bounding box size for most frames. In 3D, both the ball and player were detected within an

error of up to 10cm for most frames. In addition to this, the design of the system is modular,

with the capability of incorporating improvements both in terms of speed and accuracy.

Another contribution from this chapter is the survey of related work and comparison of state-

of-the-art research in ball and player detection, which has proven to be challenging due to the

lack of benchmark datasets and standardised accuracy measures. We also placed our results

within this context. Finally, with this present work, we also offered a quantitative analysis

of our results. We introduced novel metrics for the objective quantitative evaluation of court,

ball and player detection in tennis. We hope this will motivate other researchers in the area

of extracting spatio-temporal sports data from videos to use similar objective quantitative

metrics.



Chapter 5

Thinking Like a Coach: Data Analysis

and Visualization

In Chapter 3 we have seen how spatio-temporal data analysis can ultimately lead to gaining

new insights in sports analysis and prediction, addressing the Modelling Layer of our framework

from Figure 1.11. Then, Chapter 4 focused on the Vision Layer and presented a new unobtrusive

and portable system able to collect spatio-temporal tennis data in real-time using commodity

hardware. The data that we collected are the positions of the centre of mass of the players

and that of the ball during training sessions where the two players are a coach and a student.

In this and the next chapter, we will concentrate on the Classification Layer, which lies in

between the other two and deals with obtaining higher level tactical information. In this layer,

we want to go a step further and not only extract the information that has been shown to be

valuable in Chapter 3, such as ball landing positions, but obtain additional information that

we believe to be relevant in analysing the play patterns, strengths and weaknesses of players,

such as shot height and timing, or the type of action being played. Specifically, the aim of this

chapter is to show that data collected from our affordable, accessible technology can also lead

to an interesting analysis of the game, even if the data contains some noise, and to provide

visualisations of this analysis since these are essential to have a real impact in sports. This

chapter is based on our paper published at the Large Scale Sports Analytics workshop of the

ACM SIGKDD conference in 2016 [12].

119
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5.1 Tennis Data Visualisation

Good data visualisation can often make the important features of data stand out and lead to an

improved analysis of the data [137]. Investigating different ways in which to present the data

goes hand in hand with a deeper analysis of it and may require inferring additional information,

for example, calculating player movement speed from player location sampled at two different

time points. Sports is highly suitable for producing visualisations because the relevant objects

are known (generally the players and ball) and it is easy to define the boundaries of the space

in which they appear, i.e. courts with standard dimensions. The visualisation and analysis of

spatio-temporal data in sports has three primary attributes, reviewed in [138]:

• Responsive: the user makes queries for specific game events or statistics.

• Exploratory: data is displayed to help the viewer get insights into the game.

• Informative: data is presented to enhance spectators’ experience.

In this work, we focus on the exploratory aspect of analysis and visualisation, where the chal-

lenge resides in clearly presenting the data in a manner that contributes to the final purpose,

in our case understanding players’ strategies, strengths and weaknesses.

5.2 State-Of-The-Art Tennis Data Visualisation

State-of-the-art tennis visualisations include Hawk-Eye [139] and LucentVision [1; 140]. Hawk-

Eye displays trajectories of the player and ball, as well as ball landing positions. In LucentVi-

sion, users can make queries that are based on:

• Score: display data in relation to the score. For example, show winning shots for points

that have been won by a given player.

• Statistics: display information about specific statistics of the game. For example, present

the fastest serves or shots.
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• Space: show events relative to some spatial constraints. For example, display the ball

landing positions from net approach shots.

The visualisations resulting from the queries are 3D visualisations (e.g. reconstruction of ball

trajectories) or court maps (e.g. heatmaps of player position), as shown in Figure 5.1.

Figure 5.1: LucentVision heatmap from score query, from [1].

Besides these commercial products, another interesting tennis visualisation was presented by

Damien Demaj [141]. With his background in cartography, he applied geospatial data analysis

techniques to spatio-temporal tennis data. For example, his paper offers visualisations with

feature overlay showing simultaneously serve impact locations, how important the serve was

(according to the current score) and its success. In this paper, this visualisation is applied to

the London Olympics Gold Medal match where Andy Murray defeated Roger Federer, leading

to the conclusion that “Federer served with more spatial variation during the match. Murray,

however, served with greater spatial variation at key points during the match”.
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5.3 Objectives and Contributions

This chapter has three main objectives. First, provide a visualisation of our results to reflect

the ball trajectories and player movement profiles using novel forms of presenting the data in

addition to traditional ones; this is shown in Section 5.5. Secondly, combine ball and player in-

formation to detect when the ball is being hit by each of the players, as discussed in Section 5.6.

Thirdly, automatically generate an overview of a match/training session with information in-

ferred from the previously collected data, as described in Section 5.7. To better accomplish

our objectives and overcome noisy and missing ball data, we incorporated a post-processing

step in our data collection system to refine the automatically extracted ball trajectories, which

will be described first, in Section 5.4. Interestingly, the analysis and visualisations shown in

this chapter are applied to data extracted from our own data collection system presented in

Chapter 4.

5.4 Data post-processing

For this chapter, the data from 55 videos of length between 100 and 1 600 frames each obtained

using the system presented in Chapter 4 is analysed. It is important to note that the 2D and

3D data obtained from these videos contain some noise due to inaccuracies in the detection or

phenomena such as occlusions. As previously mentioned, an objective of this work is to show

how this can be overcome to achieve a useful analysis, even when data is collected from an

affordable system.

Each element in the ball data corpus contains the 3D coordinates of the detected ball position

and its associated frame number. To reduce noise and fill-in missing ball trajectory data, a

post-processing step had to be added to our system. It consists of two stages: first, outliers are

removed, and then missing points are filled in by interpolation.
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5.4.1 Remove Noise

From the spatial distance between two consecutive 3D ball coordinates and their time difference

(from the frame number), outliers are detected and removed. These correspond to objects

moving unrealistically fast, at a speed that is above a threshold based on the maximal velocity

that is realistically achievable by the tennis ball during a tennis match, i.e. 270km/h1.

5.4.2 Interpolation of Missing Points

After outliers have been eliminated, the next step is to interpolate missing points using the law

of physics applied to ball trajectory. Interpolation is a mathematical method for generating

new data points based on a discrete set of known data points. The known data points are used

to find the interpolation function p and this function is used to generate the new data points.

Finding the interpolation function p for our data is achieved by modelling the ball trajectory.

Assuming that the tennis ball is not spinning, its trajectory during a match is composed of one

or more consecutive parabolas, each of which starts when the ball bounces or is hit by a player.

This applies to data in the x, y and z dimension separately across time (frame number). To

interpolate missing values in the ball trajectory, mostly due to the removed outliers, we need to

identify the frame number of data points representing the beginning or end of a parabola and

calculate the parabola parameters. A data point from the ball trajectory data is considered to

be at the beginning/end of a parabola if:

• It has the minimal height above the ground relative to the two previous and two following

ball positions.

• It has the minimal/maximal y coordinate (along the length of the court) relative to the

two previous and two following ball positions.

• It is at the beginning or end of the data stream.

1From https://en.wikipedia.org/wiki/Fastest_recorded_tennis_serves

https://en.wikipedia.org/wiki/Fastest_recorded_tennis_serves
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• It has a gap of more than 4 frames or 0.5m in the height dimension with respect to the

next ball trajectory data point.

Once the limits of the parabolas are known, a least squares polynomial fit is calculated for each

parabola to obtain p. A polynomial fitting of degree 2 (quadratic fitting) can be expressed as

follows:

p(xi) = a2x
2
i + a1xi + a0 (5.1)

where an is the coefficient of the nth degree term and xi are the data points. From Equa-

tion (5.1), we can obtain the following system of linear equations for n points:



x20 x0 1

x21 x1 1

...
...

...

x2n xn 1




a2

a1

a0

 =



z0

z1
...

zn


(5.2)

In our case, we know X and z and want to find the a coefficients. This corresponds to solving a

linear system in which X and z are constant and a is the variable. For clarity of our description,

the coefficients X and z are renamed to A and b respectively and the variable a to x. With this,

the equation Xa = z from Equation (5.2) becomes the classical expression of a linear system:

Ax = b (5.3)

A linear least square fitting to Equation (5.3) is solved using the QR decomposition method,

obtained with Givens rotations. This is described in detail in Appendix I. Once the coeffi-

cients A of the distinct parabolas are known, existing points are adjusted using the parabola

coefficients. Finally, cubic spline interpolation is used to estimate missing values.
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5.5 Player and Ball Location Visualisation

After eliminating outliers and interpolating missing values from the 3D ball positions, these

and the 3D player positions having been extracted previously (cf. Chapter 4), the next step is

analysing the data. The rest of the chapter deals with our approach for analysing and visually

representing this data. This section approaches this objective by using a visual representation

of the data to reveal important information about the locations of relevant objects. Heatmaps

are a graphical representation particularly suited to represent location data. They can be used

to visualise the frequency of occurence of a player or ball being in a particular area of the

tennis court. This is done by creating a matrix with the scaled court dimensions (in discrete

form) and using colour to represent the frequency of an object being in a particular area. The

heatmaps that we present are in matrix form, and there are a number of different ways in which

the tennis court can be divided. [142] discusses three ways in which a basketball court can be

divided, and two of these can also be applied to tennis:

• Cartesian: the court is divided into equally-sized squares.

• Zoned: the court is divided into strategically significant areas.

Once the court is divided into smaller areas, we represent the time spent by the player or ball

in that area through a colour reflecting its normalised frequency.

5.5.1 Player Position Profiles

Heatmaps to visualise movement patterns of tennis players can be used to assess their perfor-

mance and compare patterns of movement between them, as shown in [143]. In this section,

we visualise player positions and discuss their interpretation with regard to players’ style and

performance. Our analysis is restricted to the players in our videos, but we believe that the

work presented in this section can be extended to a larger corpus of data to allow comparison

between more players.
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Cartesian View

Figure 5.2 is a heatmap of the player’s positions across all the videos analysed for a Cartesian

division of the court. The court and its immediate surrounding area are divided into a grid of

equally sized squares of size corresponding to 20 cm ×20 cm and the percentage of time spent

by the players in each of these squares is shown. The figure shows that players spend most of

their time in the centre behind the baseline, occasionally coming closer to the net. This pattern

is in accordance to what we observed in the videos and what could be expected to be the most

common areas for a tennis player to be in a training scenario and for the serve.

Zoned Heatmap View

There are a number of ways in which the tennis court can be divided to reflect strategically

important locations, and in our work, we look at two different zone divisions. The first is

described in [144] (shown in Figure 5.3) and each half of the court is divided into three zones:

• Defensive zone: this is the zone furthest away from the net.

• Neutral zone: this is the middle zone, and it is sometimes called the transition zone.

• Offensive zone: this is the zone closest to the net.

The pattern in Figure 5.3 shows that players spend most of their time in the defensive zone

(98.92% for the player on the left and 74.97% for the one on the right), as would be expected

in a training session where offensive shots are less likely. We can also see that the player on the

right, who was the one being coached, spent some time in the offensive zone (17.57%), while

the coach did less (5.02%).

The second court division is described by Ron Waite, a professional tennis coach, in his column

on Tennisserver [145]. The different areas, starting from the zone furthest away from the net

and moving towards to middle of the court are:
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Figure 5.2: Cartesian heatmap of player position.

Figure 5.3: Zoned heatmap of player position, using the zones described in [144]. D - Defensive
zone, N - Neutral zone and O - Offensive zone.

• Defensive zone: here the player is far behind the baseline and is mainly trying to hit the

ball back without aspiring to win the point.

• Rally zone: this is where most groundstrokes are hit.
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• Offensive zone: stepping closer to the net puts players in an offensive position where the

range of trajectories that can be produced is larger, and the opponent has less time to

react than for shots from the two previously mentioned zones.

• No man’s land: this is the zone between the service line and baseline. This zone is where

players are generally thought to be most vulnerable.

• Put away zone: this is the area from which put-aways (to win the rally) are most likely

to occur. A put-away is a skilful shot that ends the point because the opponent cannot

reach the ball.

• Volley zone: this zone is the closest to the net, optimal for playing volleys.

Figure 5.4 shows the players’ patterns of position in the newly defined court zones and the

specific values are reported in Table 5.1. As expected in a training session, both players spend

most of their time in the rally zone and the next most visited zone is the offensive zone. As

above, we can see the player on the right (the student) spends more time in offensive areas such

as the putaway zone and volley area.

Area Occupation % left player Occupation % right player

(coach) (student)

Defensive zone 1.18 1.83

Rally zone 69.14 51.40

Offensive zone 22.77 25.02

No man’s land 2.60 1.95

Put away zone 2.38 13.33

Volley zone 1.93 6.46

Table 5.1: Percentage frequency of players’ occupation of each court zone from Figure 5.4.



5.5. Player and Ball Location Visualisation 129

Figure 5.4: Zoned heatmap of player position, using the zones defined in [145]. D - Defensive
zone, R - Rally zone, O - Offensive zone, N - No man’s land, P - Put away zone and V - Volley
zone.

5.5.2 Tennis Ball Positions

In regards to the visualisation of tennis ball locations, we have also represented it in the two

different ways introduced in Section 5.5: Cartesian view and zoned heatmap view.

Cartesian View

The heatmaps to represent ball locations in a Cartesian view are designed as for the players

(Section 5.5.1). Ball location is represented in two different ways as the frequency of:

• Ball position: Figure 5.5 is a heatmap of the areas traversed by the tennis ball.

• Ball landing positions: the visualisation presented in Figure 5.6 takes into account the

height dimension of the ball location, and the frequency map represents the positions in

which the height is approximately 0, being the locations where the ball hits the court.
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Figure 5.5: Cartesian heatmap of ball position.

Figure 5.6: Cartesian heatmap of ball landing positions.

Figure 5.5 shows that the most common position of the ball is near the centre of the court. As

seen in the videos, the ball travels at different angles but crosses the net close to the middle in

most cases and diverges to a less localised area when getting further away from the net.

The first observation from Figure 5.6 is that the player on the right is making more errors
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(hitting the ball outside of the court) and the landing points of his shots are more spread out.

In contrast to this, the player on the left is hitting more precise deep shots, generally to the

centre of the court. This pattern fits the observations from the recordings in which the player

on the left is coaching the one on the right.

Zoned Heatmap View

The court zones that are used to analyse the tennis ball landing positions are different from the

ones used for the players’ positions. For instance, it is common for a player to stand behind the

baseline, but a ball landing in that area is an error. The court zones for ball landing positions,

as described in [144], are as follows:

• Grind zone: This starts at the baseline and extends for 3.9 m towards the net. When a

ball lands in this zone, the most effective return shot is a deep return.

• Torment zone: This is the middle zone that is at a distance of 3.9 m from the net and

from the baseline. The shots in response to landings in this zone can be building shots2

or attacks3.

• Obliterate zone: This zone goes from the end of the torment zone up to the net. An

offensive response, such as a volley, is generally expected as a return from these shots.

Figure 5.7 shows the ball landing positions in relation to the zones defined above and Table 5.2

shows the same results in more detail. Both players send most shots to the grind zone, as

would be expected for non-competitive rallies, which was generally the case in the videos that

we recorded. Aligned with this, both players also send the least number of shots to the obliterate

zone, which corresponds to the most offensive actions. Finally, this diagram (Figure 5.7) also

shows more clearly what was observed in Figure 5.6: the player on the right is committing

more errors than the one on the left.

2Shots that create chances for a player to attack.
3Shots that create chances for a player to win the point.
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Figure 5.7: Zoned heatmap of ball landing positions. G - Grind zone, T - Torment zone and O
- Obliterate zone.

Area Left player shot Right player shot

Grind zone 48.48 41.14

Torment zone 24.24 20.25

Obliterate zone 2.53 1.90

Out 27.27 34.18

Table 5.2: Percentage frequencies of ball landing position in court zones, the columns represent
shots initiated by each player, from Figure 5.7.

Air Zones

The air zones of a shot reflect the height of the tennis ball as it passes the net and different

air zones should be aimed for by a player depending on his/her current position. As a general

rule of thumb, the player making the stroke should aim at a shot with a height above the net

of 0.6m–0.9m when inside of the court, 0.9m–1.5m if near the baseline and 2.4m–3.0m if the

player is positioned behind the baseline [144].
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Figure 5.8: Ball and player positions for the ball crossing the net in air zones 1, 2 and 3, from
top to bottom. Coach in orange, student in green.
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Figure 5.8 shows three diagrams, one for each air zone, with the location of the players and the

ball when the latter is crossing the net. According to the description given above, the players

should be inside the court, near the baseline and behind the baseline for air zones 1, 2, and 3

respectively (from top to bottom in the figure). We can see that the player in orange follows

this trend and, as the ball goes to higher air zones, he moves further away from the middle of

the court, but this is less clear for the green player. Interestingly, the player in orange, who

follows closer the theory of court zones, is the coach, probably because he is more experienced

than the one in green (the student). From this, we see that visualisations of the kind shown

in Figure 5.8 can be an indicator of the expertise of a player.

5.6 Visualising Players and Tennis Ball Combined

So far, we have looked at general location patterns for the ball and players. In this section, the

data from the players is combined with that of the tennis ball in order to take the analysis a

step further and detect stroke events.

5.6.1 Detect Events

To find out when the ball is hit by a player we calculate the distance between that player and

the ball. This is calculated as their 3D Euclidean distance such that the distance between two

points a and b, such that a = (ax, ay, az)
T and b = (bx, by, bz)

T , is:

√
(ax − bx)2 + (ay − by)2 + (az − bz)2 (5.4)

When plotting the Euclidean 3D distance between the ball and a player over time, values close

to zero in the y component correspond to the ball being close to the current player, and they can

be interpreted as the frames in which he/she is attempting to hit the ball. Similarly, maximal

y values can be seen as the ball being hit by the other player. Figure 5.9 is a scatter plot of the

player–ball 3D distance over time for one of the players using our automatic video detection
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from Chapter 4. This figure shows the results for one of the videos, but other videos gave a

similar output. Once we know the player–ball 3D distance, stroke events are found by selecting

the local maxima and minima from this data. These are shown in Figure 5.9 with red and green

circles for the two players respectively and the frame number at which they occur is shown in

the horizontal coordinate.

Figure 5.9: Distance between the player and tennis ball, measured from player 2 (P2).

5.6.2 Evaluation

To evaluate these results, we manually recorded the frame numbers at which the ball is hit by

each of the players for one rally; these are represented by the vertical lines in Figure 5.9. Ta-

bles 5.3 and 5.4 show the comparison between the ground truth data and our automatic action

detection(based on maxima and minima in the distance) for each player. We can see that in

the current example, the error in the time at which an action occurs is between 0 and 5 frames,

corresponding to a maximal error of 83ms in real time, with an average error of 53ms.

5.7 Extracting Player Spatio-Temporal Statistics

Finally, we have computed a number of player statistics to describe a training session or match

and enable the comparison between players’ performance. This collection of statistical data can

be obtained automatically in our system and is very valuable for understanding the players’
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Stroke number 1st 2nd 3rd 4th 5th

Measured time (in frames) 95 268 442 609 776

Real time (in frames) 98 272 444 613 781

Error (in frames) 3 4 2 5 5

Error (in ms) 50 66 33 83 83

Table 5.3: Player 1 stroke detection for one rally.

Stroke number 1st 2nd 3rd 4th 5th

Measured time (in frames) 188 361 525 705 875

Real time (in frames) 187 363 530 705 880

Error (in frames) 1 2 5 0 5

Error (in ms) 16 33 83 0 83

Table 5.4: Player 2 stroke detection for one rally.

trends, strengths and weaknesses and comparing them with other players. Table 5.5 presents

this information for a sample of 10 of the videos analysed and shows:

• The average player speed when moving on the tennis court. This is calculated by dividing

the total distance travelled by that player during the training session (including the time

during which the player was stationary) by its total duration. The distance travelled by

the players is calculated as the 2D Euclidean distance where the distance between two

points a and b is: √
(ax − bx)2 + (ay − by)2 (5.5)

• The percentage of court surface covered by each player. To represent the area covered by

a player, we divide the court and its immediate surrounding area into a grid of equally

sized squares of size corresponding to 40 cm × 40 cm on the court (similar to Figure 5.2)
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Figure 5.10: Players’ trajectories during one rally of 16 shots. Player 1 is the coach and Player
2 the student.

and calculate the percentage of squares in the grid where the player has been at least

once.

• The average speed of the strokes initiated by each player, which is calculated as for the

player speed, as the total distance over the total duration. Our experiments did not

include serves.

As an example of the information provided by Table 5.5 we can see that in video 77, even though

both players have a similar average speed, Player 2 (the student) covers twice as much court

area as Player 1 (the coach). This is illustrated in Figure 5.10, which shows the trajectories

produced by each player in that video, and where we can see that Player 2 covered a larger

court area by entering the service box.

5.8 Conclusions

This work, in conjunction with our system, presented in Chapter 4, presents an end-to-end

pipeline for the spatio-temporal analysis of a tennis match/training session using a low-cost

data collection system. The first contribution of this chapter is the pre-processing of tennis

ball location data. The affordability of our technology from Chapter 4 has the disadvantage of
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including more outliers or missing data, when compared to highly sophisticated systems such as

Hawk-Eye. To overcome this limitation, a method for removing outliers and filling in missing

data is presented, which involves quadratic curve fitting and value interpolation.

Another contribution of this chapter is to show that the data that has been collected with

a low-cost system can be used to gain insights into a match/training session and provide

feedback to the players, coaches or audience through statistical information and an appealing

and informative visualisation. More specifically, the contributions of the work presented here

are the visualisation and analysis of:

• The player position heatmap in both a Cartesian view and in terms of tactically significant

areas.

• The ball locations heatmap in both a Cartesian view and in terms of tactically significant

areas, both in the flat 2D representation of the court and air zones separately.

• The extraction of high-level information such as the timing of the strokes of each of the

players, the number of shots in a rally, the average ball speed or area covered by each

player.

This is a contribution to the field in the sense that we present the data in novel ways with

both the different court zones and aerial zones, reflecting strategically significant areas. It is

accompanied by an analysis showing the insights that can be derived from the visualisations,

which include an indication of the performance level of each player. For instance, in our analysis

we are able to detect differences between the performance of the coach and the student.



Chapter 6

Learning the Technique: Machine

Learning for Action Recognition

We started in Chapter 3 by showing different approaches to exploiting spatio-temporal tennis

data to gain insights into patterns of tennis play and strategies and to predict future events,

targeting the Modelling Layer of our framework in Figure 1.11. We then presented a system able

to extract spatio-temporal tennis data in real-time in Chapter 4, addressing the Vision Layer

of Figure 1.11. This was followed by Chapter 5, which focused on the Classification Layer, and

showed how this data could be analysed and visualised to bring insights into a game/training

session, generate high-level data and detect events such as the exact timing of a shot being

played. The current chapter also concentrates on the Classification Layer of our framework,

and the objective is to recognise the action being played from video data. We believe that

recognizing which type of shot is being played and the quality of that shot would enhance the

prediction and analysis capability of state-of-the-art modelling approaches. Another benefit

can come from providing players with feedback on their strongest and weakest shots to guide

them to where to put more effort while training. This chapter is based on our paper presented

in 2017 at the CVPR Workshop on Computer Vision in Sports [13].

140



6.1. Challenges 141

6.1 Challenges

The primary objective of this chapter is to be able to recognise the action being played from

low-definition RGB videos. The first challenge that arises is defining what an action is and

define the list of possible actions in the tennis domain. When we started this project, our plan

was to use our own recorded videos and manually select and label clips of actions1. Creating

our own dataset brought up a number of issues, revealing challenges in defining an action:

• Action delimitation: It is complicated to determine the exact moment at which an action

starts or ends.

• Granularity: tennis shots can be classified into ‘serve’, ‘backhand return’, etc. but they

can each also be further divided into four phases: ‘preparation’, ‘swing’, ‘impact’ and

‘balance and recovery’ 2. Decisions have to be made about the granularity of the classes.

• Area selection: In a real-world environment, the player might be moving while performing

an action. From this, two options are possible: always select an area of the same size with

the player in the middle (i.e. a moving window in which the background will be changing)

or select a larger area and keep it stable throughout the action, but the player will not

always be at the centre of that area.

Beyond these, action recognition, in general, is a highly researched area [39; 146–148] in which

some of the main challenges are [149; 150]:

• Environment: people wearing loose clothes, occlusions or changes in the environment

such as lighting conditions, challenge action recognition. Also, the same action seen from

different angles can have a very different appearance.

• Action definition: human actions are very diverse and include simple actions like walking

or more complex action involving interactions with other people or objects. Even defining

1We later decided to use a publicly available dataset for the reasons explained in Section 6.3.1
2From Tennis Australia at https://www.tennis.com.au/wp-content/uploads/2010/08/

Stroke-and-Tactical-Fundamentals.pdf , although other phases can be defined.

https://www.tennis.com.au/wp-content/uploads/2010/08/Stroke-and-Tactical-Fundamentals.pdf
https://www.tennis.com.au/wp-content/uploads/2010/08/Stroke-and-Tactical-Fundamentals.pdf


142 Chapter 6. Learning the Technique: Machine Learning for Action Recognition

an action and determining its exact starting and end point is challenging, as highlighted

above.

• Variability: the same action can be performed in different ways: slow or fast, long or

short, in a large or short range (e.g. taking bigger steps whilst walking). Generalising

action recognition is challenging.

6.2 Objectives

The objectives of this chapter are to achieve the following goals within the context of tennis:

• Recognize fine grained actions. Most sports action recognition tasks are based on de-

tecting which sport is being played. However, we think that in order for action labels

to be useful in more nuanced applications like professional training, these must be of

fine-grained actions, rather than just a coarse-grained classification.

• Find a dataset appropriate for investigating the previous objective. We believe that it is

very important to present the results of our work in the context of a publicly available

dataset in order to enable future research to be compared to our method.

• Perform the action recognition directly from low-resolution RGB videos of actions played

in-the-wild3. For our approach to be useful within the context of the framework presented

in Figure 1.11 we need our system to be unobtrusive and affordable. This rules out the

possibility of detecting actions from different types of data such as special depth cameras

or wearable sensors.

• Develop a technique that is generalizable and can be applied to action recognition in

contexts beyond tennis.

Section 6.3 will review previous work in the area of action recognition, firstly in the context

of sports and secondly in more general contexts, revealing challenges of the previously listed

3Non-controlled environment, with moving background and/or changes in illumination.
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objectives. Our approach will be explained in Section 6.4. The experiments will be presented

next by introducing the dataset that we have selected for our experiments in Section 6.5 and

then discussing the results in Section 6.6.

6.3 Previous work

6.3.1 Action Recognition in Sports

Even though vision-based action recognition is a highly researched area, its application to

sports is still limited, mirroring the lack of benchmark datasets for this problem. Some of the

most popular sports action datasets include UCF-Sport [151; 152] or more recently the Sports-

1M dataset [148]. These datasets contain videos from many different sports, and their labels

describe which sport is being played. In contrast to these, we are interested in detecting finer-

grained actions, such as specific tennis shots (e.g. serve, backhand and forehand) or even the

stroke sub-type (e.g. flat serve). This task accentuates the imbalance between a high intra-class

variability and a low inter-class variability, bringing an additional challenge when compared to

coarser action recognition.

Some research has been done in the area of tennis action recognition. In [153; 154] the authors

present a video descriptor based on optical flow and classify actions into ‘left-swing’ and ‘right-

swing’ with a support vector machine. In [155] tennis actions are classified into ‘non-hit’, ‘hit’

and ‘serve’. Unfortunately, the videos used in these experiments are not publicly available,

([155] uses the ACASVA Actions Dataset [156] which provides features and labels, but not the

RGB videos). For our work, we wanted to evaluate our methods using a publicly available

dataset so that future research can be compared to our methods.

Amongst the many existing datasets for action recognition, we found one that conveniently

suited our objective of fine-grained action recognition in tennis: THETIS [10]. Presented in

2013, THETIS is a complete dataset of fine-grained tennis actions comprising footage from 55

different subjects performing 12 distinct tennis shots (listed in Section 6.5.1) multiple times.



144 Chapter 6. Learning the Technique: Machine Learning for Action Recognition

The videos are RGB, low-definition, monocular and shot in-the-wild, with dynamic backgrounds

and occlusions. Our objective is to build a model able to classify actions in the videos into

the 12 fine-grained action classes from raw footage, without the need for pre-processing (e.g.

silhouette detection) and with the ability to generalise to other tasks. For this reason, we are

interested in exploring deep learning techniques instead of more traditional approaches based

on hand-crafted features.

6.3.2 Action Recognition in General

Given the limited work in the area of fine-grained action recognition for sports, we extended

our review of the literature into existing approaches for action recognition in general with the

expectation that the ideas from these could also be relevant to our problem domain. This section

will present the most relevant state-of-the-art approaches to video-based action recognition.

Action recognition is a very large area of research, and it encompasses problems from a broad

range of scenarios. Their characteristics affect dramatically the choice of technique that is best

suited to solve the problem. These are some of the variations that may occur:

• Action type: coarse or fine-grained (e.g. ‘person playing tennis’ vs ‘person doing flat

service in tennis’).

• Scene setting: actions recorded in an experimental setting or in-the-wild. The latter may

contain changes in illumination, occlusions or a moving background.

• Video properties: monocular or multi-view, static or moving camera, image resolution.

Amongst the approaches to video-based action recognition, two main categories can be drawn:

classifiers based on hand-crafted features and deep neural networks.

Approaches Based on Hand-Crafted Features

Classifiers based on hand-crafted features are the most well-established approach. They gen-

erally involve two main steps: feature extraction and classification. Extraction of hand-crafted
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features is based on domain-knowledge and some of the most popular techniques include His-

togram of Oriented Gradients (HOG) [38], Harris detector [146], Motion Boundary Histograms

(MBH) [157] or Cuboid detector [158]. There are a number of approaches that use these hand-

crafted features to build feature vectors that are suitable for action recognition [159–162]. We

have investigated two of them in more in depth.

First, in [159], mid-level motion features are obtained as follows:

• Calculate the optical flow, shown in Figure 6.1c and explained in Section 2.5.1.

• Split the optical flow into 4 components: vertical and horizontal components and positive

and negative values.

• Apply a Gaussian blur (low-pass filter) and normalize the result for each optical flow

component previously split (Figures 6.1d to 6.1g). This last step is performed to reduce

noise and position differences between two different clips of players performing the same

action.

Actions are compared via a frame-by-frame cross-correlation technique resulting in a correlation

matrix between actions. Action recognition is obtained via a nearest neighbour approach. We

preformed a test of this technique by comparing the actions shown in Figures 6.2 and 6.3. The

result of the comparison is shown in Figure 6.4b (Figure 6.4a shown as a baseline) and the

algorithm is finding it difficult to generalize, i.e. Figure 6.4b compares two backhand actions,

but the correlation matrix shown no similarity except for the first three frames.

Second, we also looked at kinematic features as in [160] which are also based on optical flow

and include:

• Divergence: a local measure of the optical flow direction reflecting whether it is more

directed outwards or inwards. This corresponds to whether the arrows in Figure 6.1c are

predominantly pointing towards the center of the image or towards its boundaries. Using

the formulas from [160], the divergence f 1(x, ti) of the pixel at location x at frame ti can
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be formalised as:

f 1(x, ti) =
δu(x, ti)

δx
+
δv(x, ti)

δy
(6.1)

where δu(x,ti)
δx

and δv(x,ti)
δy

are the partial derivatives of the u and v components of the

optical flow in the x and y directions at time ti.

• Vorticity: describes the local “spinning” motion near some point. Using the notation

from above, the vorticity f 2(x, ti) is calculated as:

f 2(x, ti) =
δv(x, ti)

δx
− δu(x, ti)

δy
(6.2)

• The symmetry (f 3(ti) and f 4(ti)) and asymmetry (f 5(ti) and f 6(ti)) in the image, which

are calculated as follows.

f 3(ti) = u(ti) + u(ti)
T (6.3)

f 4(ti) = v(ti) + v(ti)
T (6.4)

f 5(ti) = u(ti)− u(ti)
T (6.5)

f 6(ti) = v(ti)− v(ti)
T (6.6)

where u(ti) and v(ti) are the u and v components of the optical flow at time ti.

Similar to the previous technique, using kinematic features for fine-grained tennis action recog-

nition proved ineffective.

Literature in the field shows that these classifiers built on top of hand-crafted features have

achieved impressive results [161; 163–166], making their success undeniable. However the ma-

jor drawback in using them is that their selection can be problem-dependent and difficult to

generalize. Therefore, even if these techniques are very effective for some problems, their per-

formance might decrease seriously for other problems, as we have just seen to be the case for

fine-grained tennis actions.
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(a) Previous frame. (b) Current frame. (c) Optical flow.

(d) Fx− (e) Fx+ (f) Fy− (g) Fy+

Figure 6.1: Construction of the low-level features.

(a) (b) (c) (d) (e) (f) (g) (h) (i) (j)

Figure 6.2: Action 8.

(a) (b) (c) (d) (e) (f) (g) (h) (i) (j)

Figure 6.3: Action 9.
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(a) Action 8 vs itself (b) Action 8 vs 9

Figure 6.4: Frame-by-frame comparison of two actions using low level features from our own
experiments.

Deep Architectures

Learned features are obtained through the performance of a machine learning task. For exam-

ple, a neural network that learns to classify labeled images will contain in its hidden layers a

representation of the input data that can be used as features to represent such data. These

learned features have the potential of detecting structures that are more semantically meaning-

ful and of being more generalizable than hand-crafted features [167]. In recent years, learned

features have gained popularity and they have been shown to be extremely powerful in the

field of still image understanding. In particular, Cpnvolutional Neural Networks (CNNs) have

exceeded any other state-of-the-art method in the domain of image classification and have

consistently won object recognition competitions since 2012 [64; 65; 168].

Driven by these achievements, attention has been brought to the application of deep neural

networks to video classification. Unfortunately, their application to video processing has been

proven to be more challenging and their success in this task cannot yet be compared to that for

still images. This can be attributed to two main limitations. First, video data is more complex

than still images because of the temporal dependencies, requiring models to learn more complex

structures [148]. Second, the availability of substantial datasets is lower in comparison to those

for still images. For instance, video classification benchmark datasets – such as KTH [149],

Weizmann [169; 170], UCF Sports Action [151; 152], UCF-50 [171], HMDB-51 [172] – contain

a smaller number of classes.



6.4. Action Recognition in Tennis: Our Approach 149

Some progress has been made in overcoming these issues and applying deep networks to action

recognition. In 2011, one of the first succesful extensions of CNNs to video sequences was

presented [173]. The authors extend a traditional 2D CNN to 3D, incorporating the time do-

main, to learn features, and then use long short-term memory units (LSTMs) for classification

(cf. Section 6.4.2). Their results improve upon other deep learning approaches and their per-

formance is competitive with hand-crafted based classifiers. Their experiments also show the

benefits of using LSTMs in comparison to traditional Recurrent Neural Networks (RNNs, cf.

Section 6.4.2). In [148], an end-to-end CNN video classifier is presented and evaluated in the

Sports-1M dataset. They investigated different approaches to incorporating the time dimension,

by fusing the information across the time domain earlier or later in the network. Interestingly,

their best model performs similarly to their single-frame model, opening the question of whether

these features are capturing any motion information at all for the classification task. In [174]

a two-stream CNN is presented, with a spatial stream that works on single frames and a tem-

poral stream that utilizes optical flow. Their results outperform these presented in [148] and

are competitive with state-of-the-art hand-crafted models. All of these models bring insights to

the application of deep learning to videos but also highlight the difficulty of transferring their

potential from still images to video sequences.

6.4 Action Recognition in Tennis: Our Approach

Being aware of the challenges and advances in the field of action recogntion, this section presents

our approach. It is a novel approach, and to our knowledge, it represents the first application

of deep neural networks for the action recognition of fine grained sports actions (tennis in our

case). The proposed algorithm extracts features from each frame individually by using the

well-known convolutional neural network (CNN) named Inception [168; 175], pre-trained on an

independent general image dataset and without fine-tuning. The resulting sequences of features

are then fed to a deep neural network consisting of three stacked long short-term memory units

(LSTMs) [69], a particular type of recurrent neural network (RNN). Our action classification

algorithm is composed of two main steps: first, feature extraction using the Inception neural
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network (see Section 6.4.1) and second, classification through a deep LSTM network (see

Section 6.4.2).

6.4.1 Feature Extraction

Inception is a well-known deep CNN architecture from [168; 175]. It was first introduced in

2015, obtaining the best results in the ImageNet Large-Scale Visual Recognition Challenge

2014 (ILSVRC ’14) – an image classification challenge of 1 000 categories containing about

1.2 million images for training. Inception is a network 22 layers deep consisting of traditional

convolutional layers stacked in the lower layers and ‘Inception modules’ stacked in higher layers.

Every ‘Inception module’ concatenates the output of the following operations performed on its

inputs (which are the results from the previous layers): 1 × 1 convolution, 1 × 1 convolution

followed by 3× 3 convolution, 1× 1 convolution followed by 5× 5 convolution and 3× 3 max

pooling followed by a 1× 1 convolution.

Motivated by its performance in general image classification tasks, we chose Inception as our

feature extraction algorithm. In ILSVRC ’14, the network was able to attach coarse-grained

labels to still images such as ‘person playing tennis’, but we wondered whether the features in

the later layers also carried information about a person’s posture or features discriminative for

action recognition in videos. Interestingly, the Inception architecture was designed to optimize

computational resources so that inference can be done in settings such as a mobile phone. We

find this to be critically important for many action recognition applications.

In our work, Inception is used for feature extraction as shown in Figure 6.5. Each video

clip, whose duration ranges from 90 to 150 frames, is cropped to the first 100 frames4 due to

memory constrains and to ensure all videos are of same length (alternate frames for HMDB5,

where videos are longer). At each frame, the previously mentioned network is applied to make

predictions and the 2 048 features resulting from the previous-to-last layer are stacked into a

2 048 × 100 representation of the video. For videos shorter than 100 frames, we employ zero-

4Which corresponds to about 2 seconds, a reasonable duration for a tennis stroke action.
5HMDB: a large human motion database, described in Section 6.7.1 [172].
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padding (i.e. adding zeros in the final frames). These are then presented to our classification

network to learn to label them with the appropriate tennis shot type.

Different to many applications in which the last layer is retrained for the specific problem, we

decided not to retrain the network using THETIS. First, we wanted to see how applicable the

features learned from ImageNet were in a different context. Second, given the small size of the

THETIS dataset compared to the datasets normally used in deep architectures, we wanted as

far as possible to avoid over-fitting by fine-tuning the network to this particular dataset.

Figure 6.5: Feature extraction pipeline diagram.

6.4.2 Deep LSTM for Action Classification

Video-based action recognition requires the modelling of long-term time dependencies on highly

complex data (images). We have seen that LSTMs are very suitable to learn these long-term

dependencies (cf. Section 2.6.1). By stacking LSTMs on top of each other, it becomes possible

to learn high-level structures in high-dimensional data such as images. Each layer uses as

input the output of the previous layer, creating a hierarchical representation of the input data,
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where higher layers feature more abstract and complex representations of the data. In [69], the

authors showed that deep LSTMs greatly improved performance in speech recognition compared

to one-layer LSTMs. For these reasons we decided to use a deep LSTM network.

The detailed architecture of our network is shown in Figure 6.6. It has three stacked LSTM

layers, empirically found to give best results, with the constrain of trying to minimize the

number of layers to prevent overfitting. Each of these LSTMs layers has 90 hidden units and

a softmax function is applied to the last layer to obtain the predicted classification output. In

learning, our implementation has the following characteristics:

• Cost function: we employ the cross-entropy cost function E(w) as a function of the

weights w calculated as the average of all cross-entropies in the sample [41]:

E(w) = − 1

N

K∑
k=1

M∑
m=1

{jm,klog(ym,k)} (6.7)

with K is the number of classes (k is the class), Mk number of examples for class k (M for

all classes add up to N , the total number of samples), j is a binary indicator of whether

the example was correctly classfied as k and y is the predicted probability of label k. This

cost function is the one most commonly used in deep neural networks [47].

• Parameter regularization: L2 regularization is applied to reduce overfitting. It is the most

commonly used [47] and corresponds to adding a regularizer term to the cross-entropy

function resulting in:

E(w) = − 1

N

K∑
k=1

M∑
m=1

{jm,klog(ym,k)}+
λ

2

∑
w

||w||2 (6.8)

In our implementation, L2 is scaled by a λ value of 0.003, which was found empirically

after trying a range of values between 0.001 to 0.005.

• Optimization algorithm: the Adam gradient-based optimization algorithm is used to

perform gradient descent [176] and optimize the network. This algorithm is efficient( [176;

177]) and robust to the value of hyperparameters (e.g. λ in Equation (6.8)).
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We employ exponential decay of the learning rate, with a starting learning rate of 0.001 (0.005

for HMDB6) and decaying with a base of 0.96 every 100 000 steps. During training, the accu-

racy of prediction for the validation set is calculated every 10 steps to select the best model

and the parameters for the best results stored. We manually tuned the hyperparameters of our

network, which is common practice in deep learning [47] and we used Tensorflow for our imple-

mentation [178]. The code is available on: https://github.com/silviav12/LSTM_action_

recognition.

6.5 Experimental Setup

6.5.1 Experimental Dataset: THETIS

Our experiments were conducted on the THETIS dataset [10]. It contains 1 980 monocular

RGB videos of 12 tennis actions performed three times by 55 different players (31 amateurs

and 24 experienced). Actions are performed using a tennis racket but there is no tennis ball in

the videos. The 12 actions are:

• backhand (two hands)

• backhand

• backhand (slice)

• backhand (volley)

• forehand (flat)

• forehand (open stance)

• forehand (slice)

• forehand (volley)

• service (flat)

• service (kick)

• service (slice)

• smash

We only used the RGB videos from the dataset7. Videos of this dataset contain moving back-

ground and the video sequences vary in length. Figure 6.7 shows a sample of frames from the

dataset. To our knowledge, only two publications make use of THETIS in action recognition ex-

periments and there are no published results on the RGB videos alone. [10] presents the dataset

and experiments accompanying it. They perform action recognition using state-of-the-art al-

gorithms applied to 2D and 3D skeleton data. They achieve a one-vs-all average classification

6HMDB: a large human motion database, described in Section 6.7.1 [172].
7That is, not including data such as depth, skeleton 2D and 3D and silhouettes, which were are also provided.

https://github.com/silviav12/LSTM_action_recognition
https://github.com/silviav12/LSTM_action_recognition
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Figure 6.6: Architecture of our classification neural network. At the bottom is the input to the
network, a sequence of 2 048 features per frame for 100 frames. This is the unrolled version of
the recurrent network with time going from left to right, and input is processed in this direction.
The input is also processed through 3 LSTMs layers, upwards, with 90 hidden units at each
layer. At the end, input is processed through a softmax layer to obtain the predicted label.
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accuracy of 60.23% and 54.40% respectively, compared to a 92.99% accuracy when applied to

the well-known KTH dataset [149], showing how challenging the THETIS dataset is. In [179],

experiments are performed using silhouette data achieving an accuracy of 86%.

Figure 6.7: Samples from THETIS dataset.

6.5.2 Evaluation

As recommended by the authors of the dataset [10], we performed a leave-one-out cross-

validation procedure. For each experiment, all the videos from a specific subject are selected

as the test set, videos from five other subjects (randomly selected) are kept as validation set

and the rest are used to train the network. This procedure is repeated three times for each

experiment. For the evaluation, we show a normalized confusion matrix of the results aver-

aged between all subjects and across the three repetitions of the experiment and provide the

accuracy and F1 scores8, to assess the precision and recall.

6.6 Results

6.6.1 Action Classification

The first experiment consists of classifying the videos into the correct class, amongst the 12

actions from the THETIS dataset. Figure 6.8 shows the confusion matrix of this experiment.

The average prediction accuracy is 47.22%, with an F1 score of 47.05%. Figure 6.8 shows that

8F1 = 2×(precision ∗recall)/(precision+recall), in our experiments, F1 score is represented as a percentage,
and the highest possible score is 100.
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for each of the 12 actions, most videos are labeled with the correct shot type and some actions,

such as backhand with two hands and backhand have an accuracy over 60%. By looking at

the results in more detail, one can realize that most errors are interpretable. For instance, the

network makes errors in discriminating between the different types of serve or smash. Videos in

the THETIS dataset do not contain the tennis ball, and this could explain why smash and serve

are often confused. Another source of confusion are slices and volleys, both in backhand and

forehand; these two actions are also similar for a human observer. Again, one main difference

between volley and slice is that in the former the ball is hit before bouncing. In [10], the authors

perform similar experiments but use depth videos and 3D skeletons rather than raw image and

obtain 60% and 54.4% accuracy, respectively. It is reasonable to assume that classifying raw

footage brings additional challenges and we consider that our results are satisfactory.

Figure 6.8: Confusion matrix of our model applied to the THETIS dataset (all players).
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6.6.2 Expertise Detection

As described in Section 6.5.1, the THETIS dataset contains shots performed by 31 amateur

and 24 experienced players. To assess how our network’s classification accuracy was affected

by the expertise of a player, we performed two different experiments. First, we calculated the

prediction accuracy for each group of players separately, when trained on the entire dataset

(with the same leave-one out cross validation procedure). Interestingly, the accuracy of our

model is higher for professional players (54.09%) than amateurs (41.90%). Figures 6.9 and 6.10

show these results in detail for amateur and professional players respectively. One possible

explanation is that professionals have a better technique making their shots more distinct and

the biggest difference, as can be seen in the figures, is within the different types of serve.

Figure 6.9: Confusion matrix of our model applied to the THETIS dataset (amateur players).
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Figure 6.10: Confusion matrix of our model applied to the THETIS dataset (professionals).

To further investigate how the network was affected by the players’ expertise, we compared the

network’s performance when trained using only amateur players, only professionals and on a

mixed set of players. In order for the results to be comparable, the number of examples used

for training should be similar. For this reason, we could not use previous results for the mixed

set of players since they are calculated using twice the amount of data compared to the data

that can be used when training on only amateurs or experts. To solve the issue, we re-ran

the experiments selecting the test and validation sets as before but randomly selecting only 25

examples for training. Taking into account that, we used videos from 5 players for validation

and 1 for testing in all experiments, the final training sets contain videos from 25 players for

the amateurs and mixed groups and 18 for professionals.
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Players Players
Accuracy

in training set in test set

mixed mixed 39.65% (47.22%)

mixed amateur 37.02% (41.90%)

mixed professional 43.06% (54.09%)

amateur amateur 37.70%

professional professional 45.00%

Table 6.1: Accuracy of classification when training with amateurs, professionals or a mixed
population, using a training set of 25 players for amateurs and mixed population and 18 players
for professionals. This was done to balance the number of examples in training sets of all
populations. In brackets, results of training with 49 players are shown.

Results are summarized in Table 6.1. As expected, the first observation is that when training

with a mixed group of players but using only 25 players for training, the classification accuracy

for all groups of players is lower than when using the entire dataset (training with 49 players).

When training with a reduced number of examples the accuracy is 39.65%, 37.02% and 43.06%

for mixed players, amateurs and professionals respectively versus 47.22% , 41.90% and 54.09%.

These results are consistent with previous experiments since classification of videos of profes-

sional players achieves the highest accuracy. Interestingly, this is further increased when only

professionals are used for training – accuracy increases from 43.06% to 45.00%. Classification of

videos from amateur players also benefits marginally from training with only amateur players,

increasing the classification accuracy from 37.02% to 37.70%. These results suggest that the

network could be learning different features depending on the level of expertise of the players.

It may be that features that help to best discriminate between different actions in amateur

players are different to those helpful in identifying different shots played by professionals. An-

other interesting observation from these experiments is that the quality of the training data is

important, but in our particular example, size of the training set is even more important as

best results are achieved when using the entire dataset.
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6.6.3 From Fine-Grained Actions to Stroke Types

Observing the results from Figure 6.8, we noticed that our learning algorithm was not only able

to identify the 12 fine-grained actions from the THETIS dataset but, when making mistakes,

these were generally between actions that can be grouped into the same type of tennis stroke.

For instance, even though a slice service is confused with a flat or kick service, the network is

still recognizing that it is a serve. For this reason, we looked at the accuracy of the prediction

when grouping classes into more general stroke types, as shown in Table 6.2. We still consider

these actions to be fine-grained as they are within the domain of tennis actions and fine-grained

when compared to general action recognition (e.g. detecting which sport is being played).

For this, we used the results from the first experiments of action classification and grouped the

labels into the 4 main action types in Table 6.2: backhand, forehand, service and smash. The

results from this are shown in Figure 6.11. In this setting, the action classification accuracy

reaches 76.92% with and F1 score of 76.90%. As can be seen from the Figure 6.8, the mean

accuracy is brought down by the smash detection. In fact, most errors come from a confusion

between smash and serve. These are quite similar in terms of body movement and the main

differences are the state of the game (serve is played at the beginning of a point), player

position in the court and ball trajectory before hitting the ball. THETIS videos do not contain

the tennis ball, which could help in discriminating between the two actions. Also, in real-world

applications we might expect to know the players position or state of the game, helping to

further discriminate between the two actions.

Having obtained these results, we wondered how predictions would compare if we trained on the

main stroke types directly. For this, we grouped smash and serves into the same category as they

are very similar in terms of body movement and it helps balancing the classes. Table 6.3 shows

the results by category, and we can see that training for the specific task, which is detecting

one of the three main strokes in this case, produces better classification results than training

for finer-grained actions and then regrouping the actions into their more general categories.

The classification accuracy improves from 84.10% to 88.16% for players of mixed abilities, from
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Figure 6.11: Confusion matrix of our model on the THETIS dataset, grouped classes.

81.23% to 84.33% for amateurs and from 87.82% to 89.42% for professionals, when trained

using the entire dataset.

Two main observations can be derived from this. First, the network performs best when trained

for the specific task on which it is evaluated and, second, the features relevant to discriminate

between stroke type and between finer-grained actions might be different.

6.7 Applications Beyond Tennis

6.7.1 HMDB Dataset

To show the applicability of the implemented LSTM Neural Network (NN) to general ac-

tion recognition tasks, we also show the results of experiments performed on the HMDB
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Action group Actions

Backhand

backhand (with two hands)

backhand

backhand (slice)

backhand (volley)

Forehand

forehand (flat)

forehand (open stance)

forehand (slice)

forehand (volley)

Service

service (flat)

service (kick)

service (slice)

Smash smash

Table 6.2: Fine-grained actions grouped into
stroke types.

Players Trained Accuracy

tested actions

all all 84.10%

all 3 88.16%

amateur all 81.23%

amateur 3 84.33%

professional all 87.82%

professional 3 89.42%

Table 6.3: Accuracy of classification when
training with fine-grained actions and then re-
grouping vs training directly with the three
main stroke classes.

dataset [172]. This contains 6 849 videos from 51 actions that range from facial actions such as

smiling to body movements like climbing, horse riding or hand shaking. Videos are extracted

mostly from movies, but also from other datasets, and they can be considered in-the-wild.

6.7.2 Experiments

In our experiments we use the three different splits of the data (into training and testing sets) as

provided by the original authors [172]. For each split, the training set contain 3 570 examples,

which we randomly divide into training and validation sets with 70% and 30% of the data

respectively.

6.7.3 Results

To investigate the ability of generalization of our network, we evaluated it on the 51-calss

HMDB dataset. We achieved an accuracy of 43.19% in terms of identifying the correct action
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class and an F1 score of 42.48%. In Table 6.4, our performance in HMDB is compared to

existing models that, like ourselves, use RGB data exclusively. For instance, we do not include:

the two-stream ConvNet of [174] (59.4%) which uses optical flow information, models in [180]

that use Fisher Vectors (53.3%) and a combination of HOG, HOF and MBH (60.1%). The

results presented here show that our network has the potential to be applied to other tasks,

further supporting that it could be applicable to other sports.

Model HMDB-51 accuracy

Spatial stream ConvNet [174] 40.5%

Soft attention model [181] 41.3%

Vinyes et al. [13] 43.2%

Composite LSTM [182] 44.1%

Table 6.4: HMDB-51 classification accuracy by state-of-the-art models from RGB data alone.

6.8 Conclusion

In this work we have presented a 3-layered LSTM network able to classify fine-grained tennis

actions. It uncovered a number of interesting points. First, our network achieved good results

by using features extracted through the application of the Inception neural network, trained

on an independent dataset and without the need of fine-tuning. This suggests that the hidden

layers of Inception are a robust data representation with the potential to be transferable to

multiple tasks and domains. Second, the network’s classification errors were interpretable, sug-

gesting it was learning semantically meaningful information. Endorsing this idea, the network

performed better when trained with only amateur or only professional players rather than a

mixed population. It is possible that it learned different features when looking at amateurs and

professional players and it would be interesting to investigate this further. Third, the network

performed better for professional players than amateurs, when trained on a mixed population.

A possible cause is that professionals have a better technique that makes their strokes more

distinct. In the future, we would like to consider whether this can be exploited to assess a
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player’s expertise. Fourth, the same network architecture was able to classify the three main

stroke types with an 88.16% accuracy, and it performed better than when an indirect inference

was made from finer-grained actions. This further supports the robustness and transferability

of the Inceptionfeatures. Finally, we also showed how the proposed approach can be applied

to general action recognition tasks, by evaluating it on the HMDB dataset. With this work we

also wish to motivate the exploration of applying deep neural networks in the sports domain

and the use and production of benchmark datasets in sports action recognition.

Our main contribution is the presentation of the first deep Neural Network for fine-grained

action recognition in tennis, and one of the first ones for fine-grained action recognition in

general. Our approach achieves 88.16% accuracy for classifying backhands, forehands and

serves and 47.22% accuracy in classifying 12 finer-grained actions. We also show that the

network is learning semantically meaningful information as most errors are interpretable and

its performance is different for expert and amateur players.



Chapter 7

Post-Match Conference: Conclusions

and Future Work

7.1 Summary of Thesis Achievements

7.1.1 Framework

We have presented a three-layered framework for the spatio-temporal analysis of tennis (cf.

Figure 1.11) consisting of a Vision, Classification and Modelling Layer with algorithmic in-

novation and implementation in the vision and classification layers. Within this context, we

have shown that innovation in the areas Computer Vision and Machine Learning has enabled

the development of an affordable, real-time and unobtrusive system for spatio-temporal data

collection in tennis and its subsequent analysis.

A principal benefit of our framework is that even though our layers are interconnected, their

implementations are independent of each other. As a consequence, each layer can be modified

and enhanced without the need to adapt the other layers. For instance, the design of our

framework takes into account the rapid development of technology, and as video capturing

devices improve, accuracy within the Vision Layer will also improve, enhancing the performance

of the framework as a whole. In this direction, we will start a project using a mobile phone in

the Vision Layer instead of the technology based on four cameras described in this thesis.
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7.1.2 Vision Layer

The development of techniques for spatio-temporal data collection in tennis from videos or

film dates back more than 50 years. The work that we presented for the Vision Layer of our

framework is a low-cost, portable and unobtrusive data collection system for tennis. We also

provide qualitative and quantitative analysis of the results in terms of novel error metrics. We

combined Computer Vision and Machine Learning techniques for the player and ball detection

by the generation of an adaptive background image and selection of ball candidates based on

shape and trajectory using random forest classifiers.

The proposed spatio-temporal data collection system uses four cameras and commodity hard-

ware to detect the court lines, track the players and tennis ball on the frame and obtain their

3D position in the real world. The ball and player inferred 3D locations had an error lower

than 10 cm and 6 cm respectively for 80% of the frames. We consider these results to be of

good quality, especially considering the size of the player and ball, 50 cm ×170 cm ×20 cm and

7 cm respectively, and the human error rate for estimating the ball position, which goes up to

10 cm even for experts at major tournaments (approximately the tennis ball diameter).

The work on the Vision Layer included graphs showing the detection error at the pixel level for

2D data and at the cm level for 3D. We also presented results for the player as the percentage

of his/her size to normalise the error and reflect its significance with respect to the players’

dimensions in the frame. This accuracy presentation is novel in the sports domain, and we

believe that encouraging other researchers to present results in a similar manner would enhance

the ability to compare different techniques.

The lack of a unified evaluation system complicates the comparison of different approaches.

We approached this challenge by presenting tables comparing different techniques for ball and

player detection and show what, to our knowledge, is the first attempt to compare different

Computer Vision enabled systems for tennis spatio-temporal data extraction.



7.1. Summary of Thesis Achievements 167

7.1.3 Classification Layer

Data Analysis

We presented visualisations of the data obtained from the Vision Layer as both a Cartesian and

a zoned heatmap, accompanied by an analysis of the visualised data. We also automatically

extracted high-level information such as stroke timing and area covered by each player. Accom-

plishing a full pipeline from data collection to visualisation showed the level of analysis that

can be obtained from the system introduced in the Vision Layer. We also presented a method

for pre-processing tennis ball trajectory data using quadratic fitting and value interpolation.

Action Recognition

We developed and trained a novel deep neural network for domain-specific action recognition,

specifically in tennis. We proposed a 3-layered LSTM network trained on features extracted

from videos exploiting well-known Inception neural network trained on an independent dataset

and without fine-tuning. To our knowledge, this is the first application of neural networks to

the problem of fine-grained tennis action recognition, and one of the first applications to fine-

grained action recognition in general. We evaluated our approach on the challenging THETIS

dataset, which contains low-definition RGB videos of fine-grained tennis actions, and obtained

promising results of 47.22% accuracy in one against all classification of 12 fine-grained actions

and 88.16% accuracy for classifying backhands, forehands and serves.

With our work, which is applied to a publicly available dataset, we aim at encouraging other

researchers to use publicly available datasets, facilitating the comparison of different approaches.

We believe that this would represent a step forward from current work in sports fine-grained

action recognition, which is performed on datasets that are not normally accessible to the

public.

In addition to this, we showed that the neural network can be fine-tuned to professional or

amateur players, reflecting that it is learning features differentiating how the two different
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groups play. Finally, we also showed that our neural network can be used in applications

beyond tennis.

7.1.4 Modelling Layer

In the Modelling Layer, we surveyed different methods that incorporate visual information for

the analysis and prediction of tennis matches. We did not find published records of compre-

hensive reviews encompassing the different approaches that use spatio-temporal data for the

analysis of tennis. Considering that such a piece of work is essential to take the field forward, we

critically reviewed current research and provided a sense of the evolution in the field. Following

this, we also evaluated the limitations of state-of-the-art approaches in spatio-temporal tennis

analysis, pointed out the main causes for these limitations and motivated how the work of this

thesis addresses them.

7.2 Applications

Applications in Tennis

The work presented in this thesis can be applied to tennis in multiple directions:

• Enhancing Training: Understanding the characteristics of shots, movement patterns of

players and the type of action being played enables an in-depth personalised analysis of

player performance and tactics. Access to personalised feedback can help in designing

training sessions and tracking the progress of players. For example, it is possible to assess

which type of shot a player must invest more training effort into. The support in the

form of data visualisations reinforces the validity and trust of a player in this advice. The

feedback can be in real-time, having an immediate impact on the learning process of the

player.
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• In-Play Analysis and Prediction: In-Play analysis (compared to aggregated analysis) en-

ables players and coaches to better assess the performance of tennis players and their

opponents on the day and assess which tactics are working best. Prediction that in-

corporates spatio-temporal data can evolve as the match progresses and help players in

adjusting their tactics during a match.

• Line Call System: The framework proposed can be used as an automated referee for line

calls.

• Access to a Professional Experience: Combining the applications mentioned above in

an integrated training, in-play analysis and line call system opens up the possibility for

amateur players to have an experience similar to that of professional players in major

tournaments, where Hawk-Eye is available, but with additional feedback, for example, by

taking into account the type of shot being played.

• Augment Spectators’ Experience: The automatic extraction of high-level information

such as the area covered by a player or type of shot and its visualisation can significantly

benefit broadcast by providing additional information to the spectators. Augmenting the

spectator’s experience is crucial to keep fans engaged and to attract a new generation of

fans to the sport.

Appplications to Other Sports

This framework can also be applied to other sports. The application to other racket sports such

as badminton or table tennis requires modifications to the Vision Layer and adjustments in the

Classification Layer, for example, to define the types of shot for these sports. The application

of our framework can also be extended to team sports by incorporating multi-player tracking

in the Vision Layer and including a module to analyse interactions between players.
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7.3 Current Limitations

7.3.1 Benchmark Datasets

A major challenge that we encountered during our research was the lack of benchmark datasets.

Other domains such as face recognition, image captioning or speech understanding have bench-

mark datasets that allow researchers to compare their work, find out which techniques work

best and, in this way, advance the field. The reader might have noticed – especially in Chap-

ters 4 and 6 – how difficult it is to compare existing work in problems such as tennis ball and

player detection or fine-grained action recognition. With our work, we wanted to point out this

issue and encourage the development and use of benchmark datasets in the field of sports.

7.3.2 Evaluation Protocols

The difficulty in comparing existing work in object tracking and action recognition in tennis

has been highlighted above. Besides the lack of benchmark datasets, another major contributor

to this challenge is the absence of unified evaluation protocols. As we have seen in Chapters 4

and 6, many researchers present only a qualitative evaluation and, when quantitative results are

presented, they describe the percentage of frames in which the detection was ‘correct’. However,

the exact definition of ‘correct’ is rarely provided. We believe in the need for developing

objective quantitative evaluations of algorithms for visual data extraction in sports.

7.3.3 The Gap Between Research and Application

Progress is being made in the application of technology to tennis, becoming an integral part of

major tournaments with the Hawk-Eye line call system. However, the integration of technology

in training and amateur tournaments is still lacking. From our experience, there is a need for

enhancing communication between professionals in sports and Computer Science researchers.

Tennis coaches have the domain knowledge necessary to develop training programs from our
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data analysis. During our project we have had discussions with a number of professional tennis

coaches, which has greatly helped in refining our approach to data analysis and visualisation.

7.4 Future Work

Player detection

It would be extremely beneficial to detect specific landmarks in players’ bodies such as their feet

from visual data to have a more accurate representation of their position, trajectory and allow

the possibility of counting the number of steps. Recognizing different parts of the human body

in the player from visual data, as detecting the joints could lead to a biomechanical analysis

and provide feedback about their technique.

Analysis of Results

We would also like to further improve the quantitative analysis of our results by measuring the

real-world 3D position of the ball and players. This could be done with additional equipment

such as sensors. In the same direction, research in the field would significantly improve if a

benchmark dataset with ground truth was published.

Data Analysis

The data analysis presented by our Classification Layer could be improved by including more

data from a higher number of different players and full tennis matches, rather than training

sessions. By including more players, we would be able to perform the same analysis in a player-

specific manner and be able to compare different players’ patterns to gain insights into their

strengths and weaknesses. By analysing data from a match, it would be possible to investigate

tactics, and find patterns from an event-specific perspective (e.g. patterns in the first or second

serve) and analyse their effects on the likelihood of winning a point.
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General Framework

Future work in extending our framework includes:

• The application to other sports, which would require additional modules for interaction

between players in team sports.

• The incorporation of additional types of multimedia data, such as audio signals, which

have been shown to be very powerful in detecting different types of stroke in tennis [23;

183].

• The extension of data visualisations by applying approaches used in other domains, as

shown in [141; 184] and making the system interactive (e.g. allowing the user to select

different views or levels of granularity).



Appendix A

ATP 58 Tennis Tactics Patterns

In 1996, the United States Tennis Association published 58 tennis tactics patterns [97] (AC =

advantage court, DC = deuce court, CC = crosscourt, T = zone of the court formed by the

intersection of the service line and centre service line):

Net play (8 patterns):

• volley to opponent’s weakness (if ball is

above the net)

• volley deep down the line (if ball is below

the net)

• volley deep CC (after your approach, if

ball is above the net)

• serve wide and volley to the open court

• serve to the “T” and volley behind oppo-

nent or to a weakness

• angle your overhead away (if lob is short)

• aim your overhead CC (if lob is deep)

• let ball bounce and aim CC (high lobs)

Groundstroke (8 patterns):

• attack a short ball down the line (rally

CC)

• attach a short ball CC (rally CC)

• hit a severe angle (rally CC to get short,

wide ball)

• drive inside-out through the court (from

a ball down the middle)

• drive inside-out off the court (from a ball

in left half of the court)

• hit looping drives to opponent’s back-

hand (when driven deep)

• attach a short ball (exchange sliced back-
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hands)

• high and deep down the middle (against

deep shots in the middle)

Serve & return (18 patterns):

• serve wide to open the court (DC)

• serve wide to open the court (AC)

• serve to the “T” to reduce the angles

(DC)

• serve to the “T” to reduce the angles

(AC)

• serve at the body to jam the receiver

• return deep CC (DC against a wide

serve)

• return deep CC (AC against a wide

serve)

• return deep down the line (DC against

an extreme wide serve)

• return deep down the line (AC against

an extreme wide serve)

• return deep down the middle (DC

against a serve to the “T”)

• return deep down the middle (AC against

a serve to the “T”)

• return deep down the line (DC against a

serve to the “T”)

• return deep down the line (AC against a

serve to the “T”)

• hit a forcing shot down the line (against

a short, weak serve)

• hit a forcing shot CC (against a short,

weak serve)

• chip or drive down the line and come to

the net (against a short, weak serve)

• return low at the servers feet against a

serve-and-volleyer

• return down the line (against a serve-

and-volleyer)

Midcourt (8 patterns):

• drive hard and flat down the line (if ball

is above the net)

• drive cross court for a winner (if ball is

above the net)

• slice down the line (if ball is below the

net)

• drop shot down the line (if ball is below

the net)

• approach down the middle (from a ball

in the middle)

• use an inside-out forehand approach

(from a ball in the middle)
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• use a looping topspin approach (from a

deep, high bouncing shot)

• move in and hit an approach volley (from

a looped shot)
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Defensive play (16 patterns):

• Pass down the line (against a deep CC

approach)

• Pass CC (against a deep CC approach)

• pass CC (against a moderate down-the-

line approach)

• use a two-shot pass (against a moderate

down the line approach)

• use a two-shot pass (against an approach

up the middle)

• use a two-shot pass inside out (against

an approach up the middle)

• overpower your opponent (against a

weak approach up the middle)

• use two shots to pass, first CC, then

down the line (against a deep sliced ap-

proach to backhand)

• use two shots to pass, first down the line,

then down the opposite line (against a

deep sliced approach to backhand)

• use two shots to pass (against a deep

sliced approach to forehand)

• use two shots to pass, first down the line,

then down the opposite line (against a

deep sliced approach to forehand)

• use a two-shot pass (against a short,

sliced approach)

• drive at opponents right hip (against a

short, weak volley)

• drive and then lob (against an approach

to your backhand)

• drive and then lob CC (against an ap-

proach to your backhand)

• hit a high defensive lob (against a deep

approach shot)



Appendix B

Classification of Lines for Court

Detection

As described in Section 4.3.2, the lines detected in the image are classified into horizontal and

vertical lines on the left and right-hand-side of the image separately to perform court detection.

The algorithm used to detect lines defines them in terms of the coordinates of two points on

the line. A line is considered horizontal if the absolute difference dy in the y axis coordinates of

the two points that define it is lower than their absolute difference dx in the x axis, as shown

177



178 Appendix B. Classification of Lines for Court Detection

in Figure B.1. The rest of lines are considered to be vertical.

Figure B.1: Classification into vertical and horizontal lines.

Vertical lines are further classified into left-vertical and right-vertical lines with the aim to

separate the lines that could be the right and left lines of the court. To achieve this, a margin

of 1/3rd of the frame width is selected relative to its centre, as shown in green in Figure B.2,

and lines within this margin are ignored. If the court occupies less than a 3rd of the frame, it

is safe to assume that action is not taking place, because broadcasts provide closer views of the

court when in-play. If only a partial view of the court is available, all lines will be classified into

the same group, as the partial view implies that only vertical lines on either side (left or right)

are visible, with the exception of the centre service line that will be classified as being on the

other side. Figure B.2 illustrates an example of line classification with horizontal, left-vertical

and right-vertical shown in magenta, blue and yellow respectively.
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Figure B.2: Image resulting from lines extraction and classification into horizontal (magenta),
left-vertical (blue) and right-vertical (yellow) lines.



Appendix C

Merging Lines for Court Detection

As described in Section 4.3.2, lines that are considered to be duplicated within each group of

lines (classified into horizontal and vertical lines as explained in Appendix B) are merged. The

merging step iterates through the sorted lines and, if appropriate, merges them resulting in a

vector of merged lines.

As shown in Figure C.1, for a pair of horizontal lines L and R, we first check which of the two

is the leftmost (L in this example). Then we calculate the difference d in the y-coordinates of

the rightmost point of L (Lr) and the leftmost point of R (Rl). If d is below the threshold of

10 pixels (corresponding to twice the court line width), the lines are merged. The new line M

is defined by the leftmost point of L (Ll) and the rightmost point of R (Rr).

Figure C.1: Schematic for the merging of horizontal lines

As shown in Figure C.2, for a pair of vertical lines T and B, their slope and the distance d

between the x-coordinates at their intersection with a fixed horizontal line y is compared. As

above, if d is below the threshold of 10 pixels, lines are merged. The new line M is defined by

points with highest and lowest y-coordinate of both lines (Tt and Bb respectively).
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Figure C.2: Schematic for the merging of vertical lines.

The merging of horizontal lines has an additional step. Based on our empirical observations,

the vertical lines are very well detected, and it is not common to have outliers. However, many

horizontal lines are detected in addition to the court lines, but most of them are located outside

of the court. Thus, horizontal lines are considered for merging if they fall within the highest

and lowest y-coordinates reached by any of the vertical lines (we call the distance between these

two y coordinates h), with a certain margin of error, shown by the green lines in Figure C.3.

The error margin in the area below the court is set to 1/15th of h and to 2/15th of h in the area

above it, because detection in the top part of the frame is more challenging as objects appear

smaller and court lines thinner. After selection and merging of the lines found (Figure B.2), the

result is Figure C.3. Note that even if it is not visible in the figure, many lines are duplicated

in Figure B.2.

Figure C.3: Image resulting from lines detection, classification and merging.



Appendix D

Background Generation Example

Figure D.1: Background generation example. Initially the background image is empty and it
progressively incorporates background blocks until a complete background image is generated.
Described in Section 4.4.2.
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Appendix E

Tennis Court Projection

Section 4.3.2 and Figure 4.7 show how a model of the court lines is projected onto a frame

based on a hypothesis of four point correspondences. This is achieved by creating a binary

image (black and white) to model a tennis court with its standardised dimensions, shown

in Figure 2.1, and with court lines in white. It is shown in black in Figure E.1 for clarity

but white is used to simulate the real colour, which will be useful for calculating the court

projection accuracy Section 4.3.2. As shown in the example of Figure E.1, the homography

matrix H is calculated via the perspective transformation1 of points a, b, c and d in the model

and the corresponding a′, b′, c′ and d′ in the image. Then, the projection of the court lines onto

the image is a simple warp of the tennis court model using H and resulting in Figure E.2).

1Using the OpenCV implementation [43].
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Figure E.1: Court homography.

Figure E.2: Court lines projected onto the video frame.



Appendix F

Tennis Court Configurations

This figure shows eleven diagrams of a tennis court. In Section 4.3.2 we explained how different

correspondences between 4 points of the court in the frame and a model of the court are tested.

For each configuration, the four points in the frame are associated with the four red circles.

Figure F.1: Court configurations.
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Appendix G

Kalman Filter

Named after Rudolf Emil Kálmán, this iterative algorithm is based on Bayesian inference and

estimates unknown variables from a set of observations, which are assumed to contain Gaussian

noise [89]. It performs two steps at each iteration:

• Prediction: estimate the state of the system x̂t|t−1 at time t.

• Update: upon getting the observation at time t the best state estimate x̂t|t is calculated

by multiplying the probability density function (pdf) of the prediction estimate and of the

current observation. Both of these are Gaussian distributions and therefore, the resulting

pdf of the best estimate x̂t|t is also a Gaussian distribution. The relative weight of the

prediction estimate and current observation depends on their uncertainty and is controlled

by a variable called the Kalman Gain, Equation (G.3).

We will use a simple example to explain Kalman filters: a tennis ball trajectory and its obser-

vation using a computer vision application to detect its pixel coordinates in video frames. The

system state xt at time t will be the 3D coordinates of the ball position in the real world and

its velocity. The estimate of the state at time t will be called x̂t and the observed ball position

with noise zt (e.g. if it was obtained through a computer vision algorithm that is not perfect).

The covariance matrices associated with the observation noise and the prediction x̂t|t−1 of an
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unknown true state xt are Rt and Pt respectively. Using this notation the prediction step is

calculated as follows [185]:

x̂t|t−1 = Ftx̂t−1|t−1 + Btut (G.1)

where F is the state transition matrix for the modelled system (ball trajectory), B is the control

input matrix (to model the effect of u) and u is the vector of control input parameters (e.g.

car motion affected by the brake) and:

Pt|t−1 = FtPt|t−1F
T
t + Qt (G.2)

where Q is the noise covariance matrix of the control inputs.

The Kalman Gain Kt used in the update stage is calculated as follows:

Kt = Pt|t−1H
T
t (HtPt|t−1H

T
t + Rt)

−1 (G.3)

where H is the transformation matrix, which maps the state vector parameters to the observa-

tion domain (e.g. real-world 3D position and velocity to pixel coordinates on the frame).

A high value for K means that state measurements are more accurate and the estimations

more unstable. Therefore, new estimates will be more influenced by the measurements than by

the previous estimates. This is easy to see in the following equation for calculating the state

estimation in the update step [185]:

x̂t|t = x̂t|t−1 + Kt(zt −Htx̂t|t−1) (G.4)

Finally, when the new estimation is obtained, its error is estimated as follows:

Pt = Pt|t−1 −KtHtPt|t−1 (G.5)

A major advantage of this algorithm is that it does not need to have all the observations in order

to calculate an estimate of the real value. This makes it very suitable for on-line applications,
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such a ball tracking. At each iteration, a new data point is fed in, and the estimation gets

closer to the real value.

In practice, the Kalman filter is particularly suited to object tracking in videos [186]. As

described in Section 4.5.1, the Kalman filter can be used in tennis ball tracking by defining the

search window for the next ball candidate centered at x̂t|t−1. When the next ball candidate is

detected, the Kalman filter is updated with this observation, as shown in Equation (G.4). If the

next ball candidate is not found (e.g. due to occlusion) the predicted state is used to continue

with the tracking. More details about the use of Kalman filter in sports for ball tracking can

be found in [187–191].



Appendix H

Particle Filter

A Particle Filter is a sampling method used to solve problems in signal processing and to perform

tractable Bayesian inference [192; 193]. The latter is the case in ball tracking algorithms, as

mentioned in Section 4.5.1.

The Particle Filter sampling method sequentially estimates states given observations as follows:

1. A set of particles represents the posterior distribution of a stochastic process given noisy

or partial observations. Particles have weights according to their likelihood.

2. Re-sampling is performed based on the particles’ weights, but new samples are given equal

weights.

3. New particles are generated with weights based on the posterior distribution of a stochas-

tic process given the particles from the previous step.

4. Start the process again.

[128] describes in more detail how this is applied to ball tracking.
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Appendix I

Givens Rotations for QR

Decomposition

In Section 5.4.2 we mention that Givens rotations are used for the calculation of the QR

decomposition to solve Equation (5.3): Ax = b.

The QR decomposition of A can be used to solve the previous equation. This means that

A = QR (I.1)

with the constraints that Q is an orthogonal matrix and R is an upper triangular matrix1.

From this:

QRx = b (I.2)

therefore:

QTQRx = QT b (I.3)

and

Rx = QT b (I.4)

because Q is an orthogonal matrix, which means that QTQ = I. Equation (I.4) is straight-

forward to solve by back substitution since R is an upper triangular matrix. This is the reason

for using QR decomposition of A to solve Equation (5.3).

1Upper triangular matrix: every element below the diagonal is zero.
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The QR decomposition of A is obtained through Givens rotations, which can be used to zero

out isolated elements of any matrix. A Givens rotation G(i, j, θ) can be represented as a matrix

where:

gkk = 1 for k 6= i, j, gkk = c for k = i, j, gji = −gji = s (I.5)

c = cos θ and s = sin θ for a rotation of θ radians in the (i, j) plane.

To calculate the QR decomposition of a matrix A, R can be obtained by applying Givens

rotations that will zero out each element below the diagonal in turn. To zero out the element

Ai,j, a Givens rotation matrix G1(i, j, θ) defined as in Equation (I.5) with:

c = a/r and s = −b/r (I.6)

with

r =
√
a2 + b2 given a = Ai−1,j and b = Ai,j (I.7)

The multiplication of G1(i, j, θ) by A (with A on the right) results in A2, with the element at

the position (i, j) set to zero. The same process is applied to A2 by applying a Givens rotation

matrix G2(i, j, θ) to zero out one element from A2 . This process is repeated until all elements

below the diagonal are zero. At this point, A is the R matrix, and Q corresponds to the product

of Givens rotations matrices (G1, G2 etc.). More formally:

If A = QR then QTA = QTQR = R (I.8)

then QTA = Gm . . . G3G2G1A (I.9)

so Q = (Gm . . . G3G2G1)
T = GT

1G
T
2G

T
3 . . . G

T
m (I.10)
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