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Abstract

Response time quantiles reflect user-perceived quality of service more accurately than
mean or average response time measures. Consequently, on-line transaction process-
ing benchmarks, telecommunications Service Level Agreements and emergency ser-

vices legislation all feature stringent 90th percentile response time targets.

This thesis presents techniques and tools for extracting response time densities, quan-
tiles and moments from large-scale models of real-life systems. This work expands
the applicability, capacity and specification power of prior work, which was hitherto

focused on the analysis of Markov models which only support exponential delays.

Response time densities or cumulative distribution functions of interest are computed
by calculating and subsequently numerically inverting their Laplace transforms. We
develop techniques for the extraction of response time measures from Generalised
Stochastic Petri Nets (GSPNs) and Semi-Markov Stochastic Petri Nets (SM-SPNs).
The latter is our proposed modelling formalism for the high-level specification of semi-

Markov models which support generally-distributed delays.

The techniques presented improve dramatically on the state-space capacity of previ-
ous work in two ways. Firstly, we use a space-efficient function representation scheme
based on the evaluation demands of a numerical Laplace transform inversion algo-
rithm. Secondly, we exploit the processing power and memory capacity of a network

of machines to perform calculations in parallel. Hypergraph partitioning is used to

minimise the amount of communication between processors whilst ensuring that the
computational load is balanced. An alternative approach, based on exact state-level

aggregation, is also described.

Finally, we describe an extended Continuous Stochastic Logic (eCSL) for the formu-

lation of performance queries for high-level models in a concise and rigorous manner.

Response time and scalability results which have been produced on a range of architec-
tures (including workstation clusters and parallel computers) are presented for several
case studies. Our implementations exhibit good scalability and demonstrate the ability

to analyse models with state space@oéﬂ07) states and above.
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Chapter 1

Introduction

1.1 Motivation

A fast response time is an important performance criterion for almost all computer-
communication and transaction processing systems. Examples of systems with strin-
gent response time requirements include stock market trading systems, mobile com-
munication systems, web servers, database servers, manufacturing systems, commu-
nication protocols and communications networks. Typically, response time targets are
specified in terms of quantiles (percentiles). For example, in a mobile messaging sys-
tem it might be required that “there should be a 95% probability that a text message
will be delivered within 3 seconds”. To further illustrate the importance of response
time quantiles in the real world we will consider three application areas in detail, viz.

benchmark suites, Service Level Agreements and emergency services legislation.
1.1.1 Real World Examples

Benchmarks

The Transaction Processing Performance Council (TPC) benchmarks [120] were con-
ceived to compare different implementations of large-scale on-line transaction pro-

cessing (OLTP) systems in a consistent way. A range of benchmarks are available,
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Minimum | Minimum | 90th Percentile | Minimum Mean
Transaction| Percentage Keying Response Time| of Think Time
Type of Mix Time (sec)| Constraint (sec) | Distribution (sec)

New-Order n/a 18.0 5.0 12.0

Payment 43.0 3.0 5.0 12.0
Order-Status 4.0 2.0 5.0 10.0

Delivery 4.0 2.0 5.0 5.0
Stock-Level 4.0 2.0 20.0 5.0

Table 1.1.Response time constraints for transactions in the TPC-C benchmark [120].

each of which is suitable for different applications including transaction processing,

decision support, business reporting and e-Commerce [120]. For example:

TPC Benchmark! C (TPC-C) is an OLTP workload. It is a mixture

of read-only and update intensive transactions that simulate the activities
found in complex OLTP application environments ... The performance
metric reported by TPC-C is a “business throughput” measuring the num-
ber of orders processed per minute. Multiple transactions are used to sim-
ulate the business activity of processing an order, and each transaction is

subject to a response time constraint.

The TPC-C workload consists of five different types of transaction, three of which have
strict response time requirements (New-Order, Payment and Order-Status transactions)
and two where these requirements are more relaxed (Delivery and Stock-Level trans-
actions). The response time constraints on each type of transaction are summarised in
Table 1.1.

In order for a set of results to be considered compliant with the TPC-C benchmark, a

full disclosure report must be supplied. Amongst other things, this must include [120]:

The numerical quantities listed below must be summarised near the begin-
ning of the Full Disclosure report [including] ... ninetieth percentile, av-

erage and maximum response times for the New-Order, Payment, Order-
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Status, Stock-Level, Delivery (deferred and interactive) and Menu trans-
actions ... Response Time frequency distribution curves ... must be re-

ported for each transaction type.

Service Level Agreements

Service Level Agreements (SLAS) exist as contracts between service providers and
their customers [44, 52]. For example, an e-commerce site may have an SLA with the
company which hosts its website, or two Internet Service Providers (ISPs) may have
mutual SLAs to regulate the carrying of each other’s traffic. A typical SLA specifies
the level of service to be provided (according to metrics such as availability, response
time, latency, packet loss and so forth) and how much this will cost, as well describing
what financial penalties will be incurred if this level is not met. It should also describe

what level of technical support will be given to the customer in the event of problems.

Usually, the main metric of interest to customers is the availability of the provider’s
service (e.g. network or servers). However, customers (particularly those involved in

web-commerce) often require response time guarantees as well [52]:

Availability is one metric used to guarantee network and application up-
time, but according to a study conducted by Cahners most business ex-
ecutives rank response time as the second most important service factor
after availability. Sluggish response time is a major problem facing e-
commerce. Potential customers who cannot get through to a Web site
quickly get disgusted and bored, and may even give up on using the Web

for commerce.

More informally, the Engineering and Physical Sciences Research Council (EPSRC)
uses response time quantiles to offer quality of service guarantees to academics apply-
ing for research funding. In acknowledgement letters sent out on receipt of research

grant proposals, it is stated that:

The EPSRC aims to notify 90% of all proposers of the outcome of their

proposals within 26 weeks of receipt.
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Emergency Services

Response time percentiles are also used by governmental organisations when measur-
ing the effectiveness of emergency services. Indeed, in Ontario, Canada, it is a legal
requirement to report 90th percentile response times for ambulance services [43, 104,
119]:

The 90th Percentile Response Time is a legislated requirement that was
established by the Ministry of Health to be used as a benchmark to mea-
sure the efficiency and effectiveness of a land ambulance service, based
on the 90th Percentile Response Time from 1996 [119].

By way of example, in [119] it is reported that:

In 1996, the 90th Percentile Response Time for the services within Leeds
& Grenville was 17:45 (mm:ss). In the subsequent years, from 1997 to
2000, the ambulance services in Leeds & Grenville were unable to meet
the time established in 1996. However, in 2001, Leeds & Grenville EMS
was able to meet and exceed the 1996 90th Percentile Response Time with

atime of 17:26 (mm:ss).

Similar reporting takes place in Australia [9] and San Francisco [113]. In the UK, the
London Ambulance Service aims to have an ambulance at the scene of 75% percent
of life-threatening incidents within 8 minutes [97] while the National Health Service

aims to see 90% of accident and emergency patients within 4 hours [42].

1.1.2 Performance Modelling

As can be seen from the above examples, it is important to ensure that systems will
meet quality of service targets expressed in terms of response time quantiles. Ideally,
it should be possible to determine whether or not this will be the case at design time.
This can be achieved through the modelling and analysis of the system in question.

Such analysis is usually conducted by capturing the behaviour of the system with a
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formal model; that is, identifying the possible states the system may be in and the way
in which it can move between these states. The concept of time can be introduced
by associating delays with the state transitions. The result is that a certain amount
of time will be spent in a state before moving to another, and we term thistéte
sojourn time When the choice of the next state depends only on the current state
and state sojourn times are random numbers sampled from the negative exponential

distribution, we call such a modelcntinuous-time Markov chain

As specifying every state and transition in the state space of a complex model of a
real-life system is infeasible, high-level formalisms such as stochastic Petri nets [15],
stochastic process algebras [75] and queueing networks [78] can be employed. These
permit a succinct description of the model from which a Markov chain can automat-
ically be extracted and then solved for performance measures of interest. From the
equilibrium (steady-state) probability distribution of the model’s underlying Markov
chain, standard resource-based performance measures, such as mean buffer occupancy,
system availability and throughput, argpected/alues of various sojourn times can

be obtained. There is a large body of previous work on the efficient calculation of
steady-state probabilities in large Markov chains, including parallel [16, 32, 88] and
disk-based [46, 89, 93] implementations, as well as those which employ implicit state
space representation techniques [38, 47, 74, 94]. Steady-state measures allow the an-
swering of questions such as: “What is the probability that the system will be in a

failure state in the long run?” and “What is the average utilisation of this resource?”.

The focus of this thesis, however, is on the harder problem of calculating full response
time densities in very large Markov models and semi-Markov models (a generalisation
of Markov models in which state sojourn times can have an arbitrary distribution).
As we have seen, the answers to response time questions provide greater insight into
whether or not a system meets its user requirements than steady-state probabilities. In
the context of high-level models, response times can be specifigeisaagdimes in

the model’s underlying Markov or semi-Markov chain — that is, the time taken to enter

any one of a set of target states having started from a specified set of source states.

In the past, numerical computation of analytical passage time densities has proved
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prohibitively expensive except in some Markovian systems with restricted structure
such as overtake-free tree-like queueing networks [68]. However, with the advent of
high-performance parallel computing and the widespread availability of PC clusters,
direct numerical analysis of Markov chains has now become a practical proposition.
There are two main analytical methods for computing first passage time (and hence
response time) densities in Markov chains: those based on Laplace transforms and
their inversion [70] and those based on uniformization [99, 102, 105]. The former has
wider application to semi-Markov processes (with generally-distributed state holding-

times) but is less efficient than uniformization when restricted to Markov chains.

In general, the probability density function of the time taken to move from a set of
source states to a set of target states is calculated by convolving the state-holding time
functions along all possible paths between the two sets of states. To convolve two
functions together directly requires the evaluation of an integral, and the convolution
across a path states long requires the evaluation of(an— 1) dimensional integral.

To perform such a calculation for large valuesrofperhaps in the millions) would
therefore be impractical. Instead, we make use of Laplace transforms, which uniquely
map a real-valued function (e.g. a probability density function) to a function of a com-
plex variable. We do this as we wish to exploit the convolution property of Laplace
transforms, which states that the Laplace transform of the convolution of two func-
tions is the product of the functions’ individual Laplace transforms. Once the Laplace
transform of the passage time measure has been calculated it is possible to retrieve the
corresponding density function using a process knowragace transform inversion

A number of numerical techniques are available to accomplish this.

Although all state holding-times in Markov models are exponentially distributed, this
does not make the direct calculation of their convolutions significantly easier as the
rate parameters of the state holding-time distributions will usually be different for dif-
ferent states. An alternative technique known as uniformization can, however, be em-
ployed. This transforms the model's underlying continuous-time Markov chain with
different rates out of the states into an equivalent one where all delay rate parameters

are identical. The passage time density across any number of these states can therefore
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be calculated easily because the convolution of exponential delays with the same rate

parameter is simply an Erlang distribution.

As semi-Markov processes do not have identically distributed state holding-time func-
tions, uniformization cannot be applied to calculate passage time measures in such
processes. Very little work has been done on the problem of calculating passage time
densities and distributions in semi-Markov models, and what has been done is limited
to applying analytical techniques to models with small state spaces (of the ordgr of

to 10* states) [64, 98].

1.2 Aims and Objectives

The aims and objectives of this thesis are:

e To develop algorithms for the calculation of passage time densities and quantiles

and transient state distributions in semi-Markov models.

e To investigate techniques for the passage time analysis of Markov and semi-
Markov models with very large state-spaces. We will focus on two methods.
The firstis partitioning the state-spaces across a number of processors to conduct
analysis in parallel. The second is an exact aggregation strategy for reducing the

state-spaces of very large models prior to performing analysis.

e To develop a formal language for specifying performance questions on high-

level models.

e To develop parallel tools for the analysis of very large Markov and semi-Markov

which implement our passage time and transient algorithms.

1.3 Contributions

This thesis presents techniques and tools for the extraction of passage time densities,

guantiles and moments from very large Markov and semi-Markov models. The work
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presented expands the applicability, capacity and specification power of prior work,

which was hitherto focused mainly on the analysis of Markov models.

We extend existing work on the extraction of passage time densities and quantiles
from Markov models to the analysis of Generalised Stochastic Petri Nets (GSPNs) and
Semi-Markov Stochastic Petri Nets (SM-SPNSs), the latter being our proposed mod-
elling formalism for the high-level specification of semi-Markov models. The general
approach we take is to compute the Laplace transform of the passage time density by
convolving the Laplace transforms of the state holding-time functions together. This

is then numerically inverted to yield the required passage time measure.

Previous attempts to perform passage time analysis of semi-Markov processes (SMPs)
have foundered on the complexity of maintaining a symbolic representation of the state
holding-time functions under composition which limits the size of models that can be
analysed. We have overcome this by developing a representation scheme based on
the evaluation demands of the Laplace transform inversion algorithms which requires

constant space even when these functions are convolved or added together.

We have devised an iterative algorithm to calculate the Laplace transform of the pas-
sage time quantity of interest, the kernel of which is repeated sparse matrix—vector
multiplication. We have also extended this approach to the efficient calculation of
transient state distributions in SMPs. For very large models, however, it is not possible
to maintain the transition matrix in the memory of a single machine. Consequently,
we take advantage of the combined memory capacity and computational power of a
group of machines to divide the matrix across multiple processors and perform the
calculations in parallel. This requires updated vector elements to be exchanged after
each iteration and, in order for the parallelisation to be efficient, it is vital that the
amount of communication be minimised whilst ensuring that the computational load
is balanced. To achieve this we use hypergraph partitioning (traditionally used in the
VLSI domain). Experimentation shows that this offers significant run-time benefits
over nave row-striped (linear) partitioning, particularly on machines or clusters with

relatively slow interconnection networks.

An alternative to parallel computation for the analysis of very large models is to at-
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tempt to reduce the size of the model’s state-space by aggregating states together.
An exact state-level aggregation algorithm for semi-Markov processes (originally pre-
sented in [21]) is described and its behaviour when applied to large models is investi-
gated. As this algorithm operates on a single state at a time it lends itself to a parallel

implementation, and the issues which arise when implementing this are discussed.

As well as specifying high-level models in a formal manner, it is also beneficial to ask
guestions about them in a formal way. There is a large body of prior work on the use of
Continuous Stochastic Logic (CSL) to check CTMCs and SMPs for steady-state and
passage time properties [10, 11, 13, 14, 85, 98]. CSL operates at the state-transition
level of the model's underlying Markov or semi-Markov chain, which requires the
reasoning about paths through the state-space. A more natural mode of expression for
the performance modeller is to pose questions at the level of the high-level model — in
the case of Petri nets, performance queries can be posed more easily in terms of the
number of tokens on places. We therefore propose an extended Continuous Stochastic
Logic (eCSL) which permits the formulation of steady-state, transient or passage time
queries directly at the SM-SPN model level. These queries are then answered either
by traditional steady-state analysis or by application of the iterative passage time or

transient algorithm.

We have implemented three tools based on the algorithms and techniques described
in this thesis. These build on the input language specification, probabilistic state-
space generation and steady-state solution techniques of DNAmaca [87], a steady-state
analyser for Markov chains. The first tool we present, HYDRA (HYpergraph-based
Distributed Response Time Analyser), calculates passage time densities and transient
distributions in large Markov models through the use of uniformization. It employs hy-
pergraph partitioning to permit the efficient parallel analysis of very large state spaces.
Next, we describe SMCA (Semi-Markov Chain Analyser), a semi-Markov extension

of DNAmaca for the steady-state analysis of large semi-Markov chains. Finally, we
present SMARTA (Semi-MArkov Response Time Analyser), which implements our
iterative passage time algorithm for the analysis of very large semi-Markov models.

SMARTA uses numerical Laplace transform inversion to calculate the required pas-



10 Chapter 1. Introduction

sage time measure. It has a distributed architecture with a master process which hands
out work to groups of slaves. Each group of slaves employs the hypergraph partition

of the state graph to carry out its work efficiently in parallel.

In order to demonstrate the capacity and scalability of our implementations, we con-
duct analysis on a number of large Markov and semi-Markov models of real-life sys-
tems. The three Markov models are of a communication protocol, a Flexible Manu-
facturing System and a tree-like queueing network. The first semi-Markov model is
of a distributed electronic voting system with voting booths and central servers, both
of which are subject to random failures. The second is a model of a web-content au-
thoring system, where authors publish material on unreliable web-servers for a pool
of readers to read. Both of the semi-Markov models are specified using the SM-SPN
formalism. We generate a range of state space sizes by altering the initial number of
tokens in the high-level models (corresponding to the number of voters or authors, for

example).

In order to analyse very large models with 10 million states and above in an acceptable
time, the Imperial College Parallel Computing Centre’s Fujitsu AP3000 (60 Ultra-
SPARC 300MHz processors with 256MB RAM interconnected by a 2D wraparound
mesh network with wormhole routing and a peak throughput of 520Mbps) and the
London eScience Centre’s Beowulf cluster (comprised of 64 dual-processor nodes
with Intel 2.0Ghz Xeon processors and 2GB of RAM connected by Myrinet with a
peak throughput of 2Gbps) were used. Thanks to the use of hypergraph partitioning,
the two tools (HYDRA and SMARTA) exhibit good scalability, even on clusters of

commodity workstations.

1.4 Outline

The remainder of this thesis is organised as follows:

Chapter 2 describes the background theory to the work presented in this thesis. The

general topic of stochastic processes is introduced and then three specific ex-
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amples (namely discrete-time and continuous-time Markov chains and semi-
Markov chains) are described in detail. As it is impractical to describe complex
systems with many thousands of states directly with these low-level processes,
a number of high-level modelling formalisms are described from which such
state-transition systems can be generated. The three examples considered are
Petri nets, process algebras and queueing networks. Finally, Laplace transforms

and methods for their numerical inversion are described.

Chapter 3 begins by presenting prior work on the extraction of passage time densities
and quantiles from Markov models. Two methods are presented: one based on
the use of Laplace transforms and the other making use of uniformization as de-
scribed above. The two techniques are compared with each other and also with
simulation in terms of their run-time performance. We have extended this work
to facilitate the extraction of passage time densities from Generalised Stochastic
Petri Nets (GSPNs), and our modifications to the previously described Laplace
transform method are presented here. A method for the approximation of pas-
sage time densities from their moments is also presented and the extraction of

passage time measures from stochastic process algebra models is demonstrated.

Chapter 4 presents an iterative algorithm for the calculation of passage time den-
sities and quantiles in semi-Markov models. This is achieved by calculating
and numerically inverting the Laplace transform of the passage time quantity
of interest. Using the inversion algorithms described in Chapter 2, it is pos-
sible to determine in advance at which values of the complex paraméter
Laplace transform of the passage time density or distribution function must be
computed in order to perform the inversion. This makes it possible to adopt
an efficient storage scheme for the generally distributed state holding-time func-
tions which occur in semi-Markov models. These are convolved together, across
all paths leading from source to target states, to calculate the passage time den-
sity. By storing their values, and these values of the convolutions, only at the
previously-identified-points, enough information to perform the Laplace trans-

form is available without the complexity of attempting to maintain a full sym-
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bolic representation. We present the theoretical background to the iterative al-
gorithm and then describe its implementation. Empirical complexity results are
also presented. We also describe an extension of the iterative algorithm to the
calculation of transient state distributions in semi-Markov models which im-
proves on the computational effort of existing methods. Finally, we describe
the calculation of the moments of passage time quantities in semi-Markov pro-

cesses.

Chapter 5 describes a number of techniques for analysing very large models. A major
difficulty experienced in such analysis is the amount of memory required to
store the model’s transition matrix. Two ways of surmounting this problem are
presented. The first is to partition the matrix across a number of processors
and conduct the calculations in parallel; a number of schemes for performing
this partitioning are described. The most effective is hypergraph partitioning,
which symmetrically permutes the rows and columns of the matrix in such a way
that the amount of communication required between the processors involved
in minimised whilst computational load is balanced. Experimental results are
provided which demonstrate its advantages over direct row-striped partitioning.
The second method is to reduce the state-space of the model (and hence the
dimension of the transition matrix) by aggregating states. An exact aggregation
algorithm for semi-Markov processes is described and a number of different
state-selection criteria are evaluated. The issues involved in implementing this

algorithm in parallel are also considered.

Chapter 6 describes the implementation of three tools for the steady-state, passage
time and transient analysis of very large Markov and semi-Markov models. The
Markovian DNAmaca steady-state analyser has been extended with HYDRA
(HYpergraph-based Distributed Response-time Analyser), which permits the
calculation of passage time densities and transient distributions in very large
Markov models through the use of uniformization and hypergraph partition-
ing. We then describe SMCA (Semi-Markov Chain Analyser), a semi-Markov

steady-state analyser also based on DNAmaca. This required alterations to the
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input language, state generator and steady-state solver in order to deal with
generally-distributed transition firing delays. Finally, SMARTA (Semi-MArkov

Response Time Analyser), a scalable parallel pipeline which implements the
iterative algorithms of Chapter 4 for passage time and transient analysis, is
presented. This builds upon the semi-Markov extension to DNAmaca and the
hypergraph-partitioned sparse matrix—vector computations performed by HY-

DRA to analyse very large semi-Markov models.

Chapter 7 presents a formal language for performance queries using an extended
Continuous Stochastic Logic (eCSL). We begin by describing existing Continu-
ous Stochastic Logic and then highlight the areas in which it can be enhanced.
We add the ability to reason about multiple start states and transient distribu-
tions to eCSL, whilst simplifying the expression of passage time measures. We

illustrate our enhancements with a number of example formulae.

Chapter 8 presents numerical results produced using the tools described in Chapter 6.
We calculate passage time results for Markov chains with up to 10.8 million
states using HYDRA. Transient and passage time density and quantile results
produced using SMARTA are displayed for two very large semi-Markov models

(with up to 10.9 million and 15.4 million states respectively).

Chapter 9 concludes the thesis by summarising and evaluating the achievements pre-

sented and highlighting opportunities for future work.

Appendix A describes the five models used as examples throughout the body of the

thesis.

Appendix B describes the aggregation algorithm presented in Chapter 5 more fully.

1.5 Statement of Originality and Publications

| declare that this thesis was composed by myself, and that the work that it presents is

my own except where otherwise stated.
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The following publications arose from work conducted during the course of this PhD.

The chapters in this thesis where material from them appears are indicated below.

e Journal of Parallel and Distributed Computing (JPDC) [50] andinterna-
tional Conference on Parallel and Distributed Processing Techniques and
Applications (PDPTA 2003) [49] consider the uniformization method for pas-
sage time density calculation in Markov models and describes the use of hyper-
graphs as a means to implement the calculations efficiently in parallel. Material

from these papers appears in Chapters 3, 5 and 8.

e Workshop On Software and Performance 200dWOSP 2002) [48] presents
an extension of earlier work on the use of Laplace transforms to calculate pas-
sage time densities in Markov models [70] to cover Generalised Stochastic Petri
Nets. The section in Chapter 3 on passage times in GSPNs is taken from this

paper.

e Performance Modeling, Evaluation, and Optimization of Parallel and Dis-
tributed Systems(PMEO/PDS 2003) [24] presents an iterative algorithm for the
calculation of passage time densities and quantiles in semi-Markov processes
(SMPs). This algorithm makes use of Laplace transforms and their inversion.
Chapter 4 of this thesis presents material from this paper. An extended version
of this paper presenting the efficient transient state distribution calculation al-
gorithm of Section 4.4 has been submitted-icture Generation Computer
Systemg26]. The paper presentedlaternational Conference on Numerical
Solution of Markov Chains (NSMC 2003) [28] extends the PMEO/PDS work
with an efficient parallel implementation using hypergraph partitioning. It also
considers the convergence behaviour of the iterative algorithm. The latter aspect
was joint work with Jeremy Bradley and Helen Wilson. Material from these pa-
pers appears in Chapters 4 and 6, and some of the results in Chapter 8 are also
presented in this paper. This paper was selected to appear in a special issue of

theJournal of Linear Algebra and Applications [29].

¢ International Workshop on Petri Nets and Performance Models(PNPM
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2003) [25] presents Semi-Markov Stochastic Petri Nets (SM-SPNSs), a high-level
formalism from which SMPs can be derived, and describes an extended Contin-
uous Stochastic Logic (eCSL) in which performance questions can asked. Ma-
terial from this paper appears here in Chapters 2 and 7. This was joint work with

Jeremy Bradley.

e Symposium on Performance Evaluation of Computer and Telecommunica-
tion Systems(SPECTS 2003) [27] considers how the aggregation algorithm for
SMPs presented in [21] scales to large systems and investigates the effect dif-
ferent state selection strategies have on its computational complexity. This was

joint work with Jeremy Bradley. Work from this paper is presented in Chapter 5.

e International Symposium on Modeling, Analysis and Simulation of Com-
puter and Telecommunications System$MASCOTS 2003) [22] Workshop
on Software and Performance 2004WOSP 2004) [6] andJK Performance
Engineering Workshop 2003(UKPEW 2003) [23] consider the extraction of
passage time measures from stochastic process algebra models. Material from

these papers appears in Chapter 3.

e UK Performance Engineering Workshop 200QUKPEW 2002) [51] discusses
the use of graph-partitioning in an asynchronous parallel steady-state solver for

Markov chains. Material from this paper appears in Chapter 6.

e Workshop on Software and Performance 2004WOSP 2004) [8] considers
ways in which passage time densities can be approximated from their moments.
This was joint work with M.Sc. student Susanna Au-Yeung. Material from this

paper appears in Chapter 3.

1.6 Notation

A function f(z) has Laplace transform denotgd s), wheres is a complex variable.

The Laplace transform of a functiof{x) may also be denoted{ f(x)}, while the
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corresponding inverse Laplace transformfofs) is denotedZ~'{ f*(s)}. The real

part of s is denotedRe(s) while the imaginary part is referred to hsa(s).
If X is a random variable then its average (expected) value is deadied

Matrices are denoted by bold-face capital letters, while the elements of a matrix are
addressed as the corresponding lower-case letter with a subscript denotingithe
coordinate of the desired elemeay; is therefore théi, j)th element of matribxA.. 2D
blocks of the matrix are denotedl;;. Vectors are denoted by lower-case bold letters
(either Roman or Greek), while individual vector elements are not written in bold type

and are addressed with a subscript. Thtiss thenth element of the vectar.

f'(x) is defined as the first derivative of a functigr), and similarly f”(z) is that
function’s second derivative. Theh derivative off(z) is denoted byf ™’ (z). We
denote the Laplace transform of a passage time density from: stdtea set of target
states) asL,;(s), and thenth moment of this ad/;;(n). Similarly, thenth moment of

the density of the passage time for a single transition from statstatek is denoted

We also use shorthand notation to refer to a number of probability distributions through-

out this thesis. This is presented in Table 1.2.
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parameters andb

0 elsewhere

Distribution | Description PDF CDF

exp(N) Exponential with | \e=* 1 —e M
parameten

uni(a, b) Uniform with = ifa<t<b 0 ift<a

e ifa<t<b

—a

1 ift>b

erlang(\,n)

n-stage Erlang

with parameten

Angp(n—1) g—At
(n—1)!

At =1 (At)k
L—e ™) 0

gamma(\,n)

Gamma with

parameters andn

AT 4(n—1) =Xt
F(n)t e

where

I(n) =[St Vet dt

No closed form
unlessn is integer
in which case as

erlang(A,n)

det(d) Deterministicwith | oo ift =d 1 fort>d
delayd 0 elsewhere 0 elsewhere

det(0) Immediate oo ift=0 1 fort>0
0 elsewhere 0 elsewhere

Table 1.2. Some common probability density and cumulative distribution functions.




Chapter 2

Background

This chapter presents the background theory underlying the work described in this
thesis. A general overview of stochastic processes is provided, before considering
Markov and semi-Markov chains in more detail. This is followed by a discussion of
high-level modelling formalisms from which Markov or semi-Markov chains can be
automatically generated. These are grouped under three headings: stochastic Petri
Nets (SPNs), stochastic process algebras (SPAs) and queueing networks. We consider
both Markovian [15] and semi-Markovian Petri nets [25, 55, 60, 63, 64, 96, 109],
while our discussion of SPAs and queueing networks is confined entirely to Markovian
examples. We describe one particular SPA in detail, namely Performance Enhanced
Process Algebra (PEPA) [75]. This chapter concludes by describing the theory of
Laplace transforms as it relates to the calculation of passage time densities, and also

details a number of numerical methods by which they can be inverted.

2.1 Stochastic Processes

At the lowest level, the performance modelling of a system can be accomplished by
identifying all possible configurations (@tateg that the system can enter and de-
scribing the ways in which the system can move between those states. This is termed
the state-transitiorlevel behaviour of the model, and the changes in state as time pro-

gresses describestochastic processn this chapter, we focus on those stochastic pro-
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cesses which belong to the class knowiMaskov processespecifically discrete-time
Markov chains (DTMCs), continuous-time Markov chains (CTMCs) and the more

general semi-Markov processes (SMPs).

Consider a random variablewhich takes on different values at different time3 he
sequence of random variabl&$t) is said to be a stochastic process. The different
values which members of the sequende) can take (also referred to asate$ all

belong to the same set known as #tate-spacef X(¢).

A stochastic process can therefore be classified by the nature of its state-space and
of its time parameter. If the values in the state-spac#(of are finite or countably
infinite, then the stochastic process is said to hawkserete state-spac@nd may

also be referred to aschain). Otherwise, the state-space is said tocbeatinuous
Similarly, if the times at whichx(¢) is observed are also countable, the process is
said to be aliscrete timeprocess. Otherwise, the process is said to berdinuous
timeprocess. In this thesis, all stochastic processes considered have discrete and finite
state-spaces, and we focus mainly on those which evolve in continuous time (although

some consideration is also given to the solution of discrete time chains).

A Markov process is a stochastic process in whichNtegkov propertyholds. Given
thatX(¢) = =, indicates that the state of the procegs) at timet is z;, this property

stipulates that:

P(X(t) =z | X(tn) = Tn, X(tno1) = Tp1, ..., X(to) = 20) = P(X(t) =z | X(t,) = z,,)

t>t, >th1>...>1

That is, the future evolution of the system depends only on the current state and not on

any prior states.

Definition 2.1 A Markov process is said to bemogenoud it is invariant to shifts

in time, i.e. [15]:

P(X(t+s) =2 | X(t, +5) =2,) =P(X(t) =2 | X(t,) = zy,)
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2.1.1 Discrete-Time Markov Chains

This section considers Markov processes where state changes are observed at discrete
time intervals and with discrete state-spaces; we call these discrete-time Markov chains
(DTMCs).

Definition 2.2 The stochastic process,,n = 0,1,2,...is a DTMC if, for n €
INy [15]:

]P(Xn+1 = Tn+1 | Xn = Ty Xn—1 = Tp-1,...,Xo = l’()) = ]P(Xn+1 = Tn+1 | Xn = xn)

This describes the one-step transition probabilities of a DTMC —that is, the probability
that the DTMC moves from state, to stater,,,; in a single transition (ostep. These
transition probabilities can be expressed as a m&trithe elementg;; of which are
defined as:

pij = P(Xpy1 = J | Xpy = 1) (2.1)
given the restriction that < p;; <1 Vi, andzj pij = 1 V.
Definition 2.3 A Markov chain isirreducibleif every state is reachable from every

other state in one or more transitions. If this is not the case, the chain is said to be
reducible[15].

The states in a Markov chain can be distinguished as being e@berrentor tran-
sient If f](m) is the probability of leaving statg and then first returning to it im

transitions, it follows that the probability of ever returning to stais:

fi= Z f;m)
m=1

If f; =1thenitis certain that we will return to stajeat some point in the future and

S0 is said to baecurrent Otherwise, statg is transient

We can reason about the periodicity of a DTMC as follows:

Definition 2.4 If a Markov chain can return to statg only at steps), 2, 37, ... for

n > 2, then statej is periodic with period;. Otherwise, statg is aperiodic[15].
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From the probability of returning to a stajen m steps,f}m), the mean recurrence
time M; of statej (the average number of steps needed to retugifoo the first time

after leaving it) is defined as:
My =3
m=1

A statej is classified asecurrent nullif M/; = oo, or asrecurrent nonnulif not.
For DTMCs, we define the probability of being in statat timem having started in
state; at time O, denotedi(;"), as:

7 = P(Xp = j | Xo = i)

ij

A typical performance measure of interest is the probability that a DTMC is in some
state (or set of states) at an arbitrary point in the future, irrespective of the state in which
it was initially. This is known as ateady-stat@robability, and the set of the steady-
state probabilities of all states in a DTMC is referred to adith&ing or steady-state

probability distribution

Definition 2.5 Thelimiting or steady-state probability distributi¢n, } of a DTMC is

defined as [15]:

m; = lim 7T§;n)
Definition 2.6 Thestationary probability distributiofil17] is defined in terms aoP,
the one-step transition probability matrix of a DTMC, and the veetahose elements
z; denote the probability of being in stateThe vector is a probability distribution;
le.

ze€R, 0<z<1 and Zzizl
z 1S said to be a stationary distribution if and onlyaP = z.
Theorem 2.1 In an irreducible and aperiodic DTMC, the steady-state probabilities

{m;} always exist and are independent of the initial state probability distribution. Fur-

thermore, one of the following two situations exists [15]:
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e all states are transient or all states are recurrent null. In this case= 0 Vj
and no stationary distribution exists. For this condition to occur the state-space

must be infinite.

e all states are recurrent nonnull. In this casg, > 0 V;j and{;} is given by the
stationary probability distribution where:

T = —

M;
For a finite DTMC withN states, the values af; are uniquely determined by

the equations:
Zﬂ'ipij =T SUbjeCt to Zﬂ'i =1
Or in matrix—vector notation, where is a vector of probabilitie§, 7, ... 7y}

and the matrixP has elements;; as defined in Eq. 2.1:

T =mP

The fact that a DTMC has a stationary probability distribution does not imply that
it has a steady-state probability distribution. For example, the irreducible periodic

DTMC with one-step transition matrix:

01
10

(2.2)

has a stationary distributiaif.5, 0.5) but no steady-state probability distribution.

A finite, irreducible and recurrent nonnull DTMC is termedeagodicchain.

2.1.2 Continuous-Time Markov Chains

There also exists a family of Markov processes with discrete state spaces but whose
transitions can occur at arbitrary points in time; we call these continuous-time Markov
chains (CTMCs). The definitions above for homogeneity, aperiodicity and irreducibil-
ity in DTMCs also hold for CTMCs. An homogenoué-state{1,2,..., N} CTMC

has state at timeé denotedX(¢). Its evolution is described by aN x N generator
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matrix Q, whereg;; is the infinitesimal rate of moving from stateo statej (i # 7),

andg;; = — Zi;ﬁj Qij -

The Markov property imposes the restriction on the distribution of the sojourn times

in states in a CTMC that they must beemoryless- the future evolution of the system
therefore does not depend on the evolution of the system up until the current state, nor
does it depend on how long has already been spent in the current state. This means

that the sojourn time in any state must satisfy:
Plv>s+t|lv>t)=Pv>s) (2.3)

A consequence of Eq. 2.3 is that all sojourn times in a CTMC must be exponentially
distributed (see [15] for a proof that this is the only continuous distribution function
which satisfies this condition). The rate out of statand therefore the parameter of
the sojourn time distribution, ig; and is equal to the sum of all rates out of state
that isp; = —g;;. This means that the density function of the sojourn time in stete

f:(t) = w; et and the average sojourn time in stats ;'

We define the steady-state distribution for a CTMC in a similar manner as fora DTMC.

Once again, we denote the set of steady-state probabilities; fs

Definition 2.7 In a CTMC which has all states recurrent nonnull and which is irre-
ducible and homogenous, thimiting or steady-state probability distributidfr;} is
given by [15]:

m; = lim P(X(t) = j | X(0) = §)

t—o00

Theorem 2.2 For an finite, irreducible and homogenous CTMC, the steady-state prob-
abilities {7, } always exist and are independent of the initial state distribution. They
are uniquely given by the solution of the equations:
—q;;T; + Z qr;m = 0 subject to Z m=1
k#j i
Again, this can be expressed in matrix vector form (in terms of the vecteith

elementdm, 7, ..., 7y} and the matrixQ defined above) as:

Q=0
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A CTMC also has an embedded discrete-time Markov chain (EMC) which describes
the behaviour of the chain at state-transition instants, that is to say the probability that
the next state ig given that the current stateisThe EMC of a CTMC has a one-step

N x N transition matrixP wherep;; = ¢;;/ — ¢;; fori # j andp,;; = 0 for i = j.

2.1.3 Semi-Markov Processes

Semi-Markov Processes (SMPs) are an extension of Markov processes which allow
for generally distributed sojourn times. Although the memoryless property no longer

holds for state sojourn times, at transition instants SMPs still behave in the same way
as Markov processes (that is to say, the choice of the next state is based only on the

current state) and so share some of their analytical tractability.

Consider a Markov renewal proce§s,,, 7,,) : n > 0} whereT, is the time of the
nth transition {; = 0) andX,, € S is the state at theth transition. Let the kernel of

this process be:
R(naimj? t) = ]P(Xn-‘rl = ja Tn+1 -1, <t | Xp = Z)

for i, 5 € S. The continuous time semi-Markov proce§g,t),t > 0}, defined by the

kernel R, is related to the Markov renewal process by:
Z(t) = Xn()

whereN (t) = max{n : T,, < t}, i.e. the number of state transitions that have taken
place by timet. ThusZ(t) represents the state of the system at tim®/e consider

only time-homogenous SMPs in whi@t(n, 7, j, t) is independent of:

R(iaj7 t) = IP(Xn-‘rl = j, Tn—H - Tn S t | Xn = Z) for anyn Z O
= pijH(t)

wherep;; = IP(X,,+1 = j | X,, = 1) is the state transition probability between states
iandj and H;;(t) = P(Ty1 — T, < t| Xpy1 = J,X,, = 1), is the sojourn time
distribution in state when the next state is An SMP can therefore be characterised

by two matriced® andH with element9;; andH;; respectively.
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Semi-Markov processes can be analysed for steady-state performance metrics in the
same manner as DTMCs and CTMCs. To do this, we need to know the steady-state
probabilities of the SMP’s EMC and the average time spent in each state. The first of
these can be calculated by solving= 7P, as in the case of the DTMC. The average
time in state;, E[7;], is the weighted sum of the averages of the sojourn time in the

state; when going to statg¢, £|7;;], for all successor statgsf i, i.e.:
Eln] = piE[r]
j

The steady-state probability of being in statef the SMP is then [15]:

7TZ‘E[7'Z‘]
¢i = N
Zm:1 T BT
That is, the probability of finding the SMP in states the probability of its EMC

(2.4)

being in state multiplied by the average amount of time the SMP spends in state

normalised over the mean total time spent in all of the states of the SMP.

2.1.4 Classical Iterative Techniques for Steady-state Analysis

There are a number of well-known iterative techniques for computing steady-state
probabilities in Markov chains which we will outline very briefly here. These tech-
niques are used for solving linear systems of the fa&s= b; in the case of CTMC
analysis, A = Q', x = n7 andb = 0 (a vector with all elements being 0), where the

superscripfl” denotes the transpose operator.

Jacobi’'s Method is the simplest iterative solution technique:
1
k+1 2 : k

wherek > 0 denotes the iteration number ant) is an initial guess for the

solution vector.

Gauss-Seidelimproves on Jacobi by using new iterates as soon as they are com-

puted:

(k+1) (k)
(k+1) bi — Zj<i Aijx; B Zj>i Qij L

7
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Successive Over-Relaxation (SORaccelerates the convergence of the Gauss-Seidel
technique by computing iterates as a weighted average of the previous iterate

and its newly computed value:

g FHD — kD) | (1-— w)zl(»k)

)

Wherefgk“) is theith element of the newly computed solution vector (calcu-
lated using the Gauss-Seidel techniqué‘j? Is theith element of the solution

vector at the end of the previous iteration @ne w < 2.

2.2 High-level Modelling Formalisms

Specifying every state and state-transition in the state-space of even a moderately
complex Markov or semi-Markov chain with perhaps hundreds of states is infeasi-
ble. Instead, high-level formalisms can be employed to describe models of systems
succinctly; from these the underlying stochastic processes can be extracted automat-
ically and mapped onto a Markov or semi-Markov chain. We describe three such

formalisms: stochastic Petri nets, stochastic process algebras and queueing networks.

2.2.1 Petri Nets

Petri nets were invented by Carl Adam Petri in 1962 as a simple graphical formal-
ism for describing and reasoning about concurrent systems [15]. They have been used
to model a variety of such systems, including communication protocols, parallel pro-
grams, multiprocessor memory caches and distributed databases [88]. Petri initially
described Place-Transition nets but numerous other classes of nets have since been

defined to allow more for sophisticated reasoning.

The simplest form of Petri net, a Place-Transition net, is formally defined as [15]:

Definition 2.8
A Place-Transition net is a 5-tupleN = (P, T,1~,1", M,) where:
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pl pl
_>

t1 t1

p2 p2

Fig. 2.1. An example Place-Transition net (left) and the result of firing transitiqinight).

P ={p1,...,p,} is afinite and non-empty set of places.

T = {t4,...,t,} is afinite and non-empty set of transitions.
e PNT = 0.

e [ I" : PxT — INy are the backward and forward incidence functions,
respectively. Il ~(p,t) > 0, an arc leads from place to transitiont, and if

I*(p,t) > 0 then an arc leads from transitionto placep.

e My : P — INg is the initial marking defining the initial number of tokens on

every place.

A marking is a vector of integers representing the number of tokens on each place in

a Petri net. The set of all markings that are reachable from the initial mafkin

known as thestate-spacer reachability sebf the Petri net, and is denoted B M,).

The connections between markings in the reachability set formetehability graph

If the firing of a transition that is enabled in markidg; results in markingl/;, then

the reachability graph contains a directed arc from marRihgo marking/\/;. Place-
Transition nets can be used to reason about qualitative measures such as correctness;
for example, if it is possible to reach a marking in which no transitions are enabled

then the system catteadlock

The dynamic behaviour of Petri nets centres around the enabling and firing of tran-

sitions, which causes tokens to be created and destroyed on places. A transition is
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enabled when there are one or more tokens on each of its input places. When that
transition fires one or more tokens are destroyed on each of these input places and
one or more tokens are created on each of the transition’s output places. The exact
number of tokens required to enable a transition and the number of tokens created and
destroyed by its firing are specified by the backwards and forwards incidence functions

respectively.

In the graphical representation of Petri nets, places are represented as circles, transi-
tions as rectangles and tokens as small, filled circles on the places. Consider the simple
Place-Transition net on the left in Fig. 2.1. Here, places an input place to transition

t1, while placep, is an output place of;; note thatt, is enabled as there is a token

on p;. Whent, fires, the token is destroyed @n and another is created gn — the

marking of the net after this occurs is shown on the right of Fig. 2.1.

The formal definition of the enabling and firing rules is [15]:
Definition 2.9 For a Place-Transition nePN = (P, T,1,1", My):

e Themarkingof the net is a function/ : P — IN,, whereM (p) denotes the

number of tokens on plage

e A transitiont € T is enabledn marking M/, denoted by\/[t >, if and only if
M(p) > I~ (p,t), Vp € P.

e Atransitiont € T which is enabled in marking/ may fire, resulting in a new

marking M’ such that
M'(p) = M(p) = I~ (p,t) + I (p,t), Yp € P

This is denotedV/[t > M’ and M’ is said to bedirectly reachabldrom A/,
written M/ — M.

2.2.2 Stochastic Petri Nets

Stochastic Petri Nets are timed extensions of Place-Transition nets where a random

exponentially-distributed firing delay is associated with each transition. This means



2.2. High-level Modelling Formalisms 29

that the underlying reachability graph is isomorphic to a CTMC. This permits the
analysis of models for quantitative performance measures through the analysis of the
CTMC, for example the probability of being in a certain set of markings either at
equilibrium (steady-state) or at some point in time (transient analysis), or the time to

transit between two sets of markings (passage times).

Formally, an SPN is defined as [15]:

Definition 2.10
A Stochastic Petri Net is a tuplePN = (PN, A) where:

e PN = (P, T,I~,I", M) is the underlying Place-Transition net.

e A = {)\,...,\,} is the set of, possibly marking dependent, transition rates.

Transitiont; has associated rats;.

Whenn transitionsty, ..., t, with corresponding rate,,..., A, are enabled in a
given marking, the probability that fires is given by\;/ >, A\x [15]. The so-

journ time in that marking is then an exponentially-distributed random number with
the sum of the rates of the enabled transitions as its parameter, i.e. the rate out of
statei is 1; = Y ,_, M. This is because multiple simultaneously-enabled transitions
can be thought of as “racing”, and so the one which fires is the one which finishes
first — its exponentially-distributed delay must be the lowest of all the delays of the
enabled transitions. It is straightforward to show that the minimum of two indepen-
dent exponentially-distributed random numbers with parameteasd )\, is itself an

exponentially-distributed random number with rate parametes- \;) [15].

We further definep;; to be the probability thaj is the next marking entered after
markingi, i; ' to be the mean sojourn time in markingndg;; = y;pi;; i.. g;; is the

instantaneous transition rate into markinfyom markings.

2.2.3 Generalised Stochastic Petri Nets

Generalised Stochastic Petri Nets [5] are timed extensions of Place-Transition nets

with two types of transitionsimmediatetransitions andimedtransitions. Once en-
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p4
t5 (v) t4 (2r)

[%

t1(r) t2 (3r)

[F

Fig. 2.2. An example Generalised Stochastic Petri Net (GSPN) [48].

p3

abled, immediate transitions fire in zero time, while timed transitions fire after an
exponentially-distributed firing delay. Firing of immediate transitions has priority over

the firing of timed transitions. The formal definition of a GSPN is as follows [15]:

Definition 2.11
A Generalised Stochastic Petri Net is a 4-tupl§ PN = (PN, Ty, T», C) where:

PN = (P, T,I~,I", My) is the underlying Place-Transition net.

T, C T is the set of timed transitiong} # 0,

T, C T denotes the set of immediate transitiohsN 7, =0, 7 =T, U T,

e C = (c1,...,c) is an array whose entry; is either!

— a (possibly marking dependemtjte € IR of an exponential distribution
specifying the firing delay, when transitionis a timed transition#; € 77)

or

— a (possibly marking dependentgight ¢ IR specifying the relative firing

frequency, when transitiof is an immediate transition{{ € T5)

fNote that we have altered the notation from [15] slightly to avoid confusion between the GSPN
probabilistic weight vector, the entries of which depend on the type of transition with which they are

associated, and the SM-SPN transition weight function defined below.
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The reachability graph of a GSPN contains two types of markinga®ishingmark-

ing is one in which an immediate transition is enabled and the sojourn time in such
markings is zero. Aangiblemarking is one which enables only timed transitions and

the sojourn time in such markings is exponentially distributed with the sum of the
rates out of the marking as its parameter (as for SPNs). We denote the set of reachable

vanishing markings by and the set of reachable tangible markings/by

In the case where only timed transitions are enabled, firing is conducted in exactly
the same manner as for SPNs. Whemmediate transitions, . . ., t,, with weights
c1,...,c, are enabled, the probability of firing is given byc;/>",_, ¢ [88]. As

with SPNs, we defing;; to be the probability that is the next marking entered after
markingi, and, fori € 7, i; ! to be the mean sojourn time in markingindg;; =

wipijs 1.€. ¢;; Is the instantaneous transition rate into markjrfgppm marking:.

The stochastic process described by a GSPN's reachability graph is MarkoVian if
() and semi-Markovian otherwise. It is possible, however, to reduce the reachability
graph of a GSPN containing vanishing states to one which is Markovian by using

vanishing-state elimination techniques [40, 87].

An example GSPN is shown in Fig. 2.2. The main difference to note over the graphical

representation of SPNs is that we are required to distinguish between immediate and
timed transitions. Immediate transitions are therefore drawn as filled rectangles (so
transitiont; is the only immediate transitions in the GSPN of Fig. 2.2) while timed

transitions are empty rectangles.

2.2.4 Semi-Markov Stochastic Petri Nets

As described above, SPNs and GSPNs (with vanishing states eliminated) have under-
lying reachability graphs which are isomorphic to CTMCs. It is also possible, how-
ever, to generate a semi-Markov process from a stochastic Petri net which does not
have exponentially-distributed firing delays on its transitions. Indeed, since 1984 there
have been a number of attempts to define non-Markovian stochastic Petri nets [55, 60,

63, 64, 96, 109]. ESPNs [55] were the first proposal for a non-Markovian stochastic
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Petri net formalism. Here, general distributions are allowed on transition firings and
structural restrictions are imposed on the Petri net to ensure that either a Markov or
semi-Markov process is derived. Classes of transitions help to define the structural
restrictions: a transition iexclusiveif, whenever it is enabled, no other transition

Is enabled; a transition isompetitiveif it is non-exclusive and its firing both inter-
rupts and disables all other enabled transitions; a transitioarisurrentif it is non-
exclusive and its firing does not disable all other enabled transitions. It is established
that an SMP can only be generated from an ESPN if transitions with general (GEN)
firing-time distributions are constrained to be exclusive. Markovian transitions (with
exponentially-distributed firing times), on the other hand, can be both concurrently and

competitively enabled.

When more than one GEN transition is enabled [96, 109], then issusshetiuling
policiesfor residual pre-empted transition times need to be considered. In [60] three
main scheduling policies for pre-empted processes in Markov Regenerative SPNs are

presented:

pre-emptive resume prs) the original firing-time distribution sample is remembered
and work done (time elapsed) is conserved for when the transition is next en-
abled,

pre-emptive restart identical (pri) the original distribution sample is remembered,
but work done is lost and the transition firing delay starts from 0 when it is next

enabled,

pre-emptive restart different (prd) the original distribution sample is forgotten, work
done is discarded, and when the transition is next enabled, the transition firing

delay is resampled and starts from 0.

The motivation behind SM-SPNs (developed as part of joint work with Jeremy Bradley
and others [24, 25]) is as a specification formalism and higher-level abstraction for
semi-Markov models. It is important to note that SM-SPNs do not try to tackle the

issue of concurrently enabled GEN transitions in the most general case. If more that
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one GEN transition is enabled then a probabilistic choice is used to determine which
will be fired. Pre-empted GEN transition us@w@ schedule if they later become re-
enabled. This approach is correctly described in [109] as not being a solution to the
more complex issue of properly concurrently enabled GEN transitions, but is merely
a way of specifying a different type of model — a semi-Markov model where GEN
transitions are essentially forced to be exclusive. Where concurrently enabled GEN
transitions do not occur then proper concurrent and competitive transition behaviour

is catered for with fulbrs scheduling for pre-empted transitions.

Semi-Markov stochastic Petri nets [24, 25] are extensions of GSPNs [5] which sup-
port arbitrary marking-dependent holding-time distributions and generate an under-
lying semi-Markov process rather than a Markov process. An SM-SPN is defined

formally as follows:

Definition 2.12
An SM-SPN is a 4-tupl¢ PN, P, W, D), where:

e PN = (P,T,I",I", M) is the underlying Place-Transition neP. is the set of
placesT is the set of transitiond, ™/~ are the forward and backward incidence
functions describing the connections between places and transitions/gmnsl

the initial marking.

e P:T x M — INy, denotedh,(m), is a marking-dependent priority function for

a transition.

e W : T x M — IR", denotedw;(m), is a marking-dependent weight function

for a transition, to allow implementation of probabilistic choice.

e D:TxM— (R" — |0,1]), denotedi;(m), is a marking-dependent cumula-

tive distribution function for the firing-time of a transition.

In the aboveM is the set of all markings for a given net. Further, we define the

following net-enabling functions:

Definition 2.13
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e &y : M — P(T), afunction that specifies net-enabled transitions from a given

marking.

e &p : M — P(T), a function that specifies priority-enabled transitions from a

given marking.

The net-enabling functio&y is defined in the usual way for standard Petri nets: if
all preceding places have occupying tokens then a transition is net-enabled. The more
stringent priority-enabling functio&r(m) is defined for a given marking: which

selects only those net-enabled transitions that have the highest priority, i.e.:
Ep(m) ={t € Ex(m) : py(m) = max{py(m) : t' € Ex(m)}}

For a given priority-enabled transition,c £p(m), the probability that it will be the

one that actually fires (after a delay sampled from its firing distributidm)) is a

probabilistic choice based on the relative weights of all enabled transitions:
w(m)

Zt’egp(m) wy (m)

Note that the choice of which priority-enabled transition is fired in any given mark-

IP(t € Ep(m) fires) =

ing is made by a probabilistic selection based on transition weights, and is not a race
condition based on finding the minimum of samples extracted from firing time distri-
butions. This mechanism enables the underlying reachability graph of the SM-SPN to

be mapped directly onto a semi-Markov chain.

To illustrate this enabling and firing strategy, Fig. 2.3 shows an enabled pair of GEN
transitions in an SM-SPN. Transitian has a weight of 1.5, a priority of 1 and a
gamma(1.2,2.3) firing distribution, whilet, has a weight of 1.0, a priority of 1 and
adet(0.01) firing distribution. Graphically, each transition is annotated with a 4-tuple
specifying the transition name, weight, priority and Laplace transform of its firing
time distribution. The weights are used to select which GEN transition will fire: in
this caset; will be selected to fire with probability.5/(1.0 + 1.5) = 0.6 and p,

with probability 0.4. After a delay sampled from the selected transition’s firing-time
distribution, the probabilistic selection takes place again (for the remaining token on

p1); this is followed by another sampled delay.
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(t1, 1.5, 1, gamma(1.2,2.3,s)) p2

O

(t2, 1.0, 1, det(0.01,s))  p3

O

Fig. 2.3. An example Semi-Markov Stochastic Petri Net (SM-SPN) [25].

Expressing SPNs and GSPNs as SM-SPNs

The marking-dependence of the weights and distributions allows the translation of
SPNs and GSPNs into the SM-SPN paradigm in a straightforward manner. An SPN

can be specified in the SM-SPN formalism in the following way:

[ pt(m) =0 Vt,m
o wi(m)=X\ Vt,m

e di(m) = F(r)whereF(r) =1 —exp(=A*r) Vt,m
whereX™ = 3, . ., A, the sum of all the rates of the enabled transitions in marking

m.

For GSPNs, the translation to an SM-SPN necessarily distinguishes between timed

transitions { € 77) and immediate transitions € 75):

0 ItETl
1 ItGTQ

e pi(m) =

o w(m)=c¢ forallt

F(T) ItETl
1 ItGTQ

o dy(m) =
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whereF(r) = 1 — exp(—=A¥r) and \* = > icep(m) M- This gives us a meaningful

combined exponential rata?, if only timed transitions are priority enabled.

2.2.5 Stochastic Process Algebras

Process algebras are another formalism for describing concurrent systems but, unlike
Petri nets, they are not a graphical formalism. Instead, a model is formed of a textual
description (the format of which is dependent on the process algebra being used) of a
group ofprocesse®r components These can perforractionseither individually or

by synchronising with each other. This component-oriented structure pexonigo-
sitionality in model design, so a description of a system can be constructed from the
individual descriptions of its components. Like Place-Transition nets, process alge-
bras can be used to reason about the correctness of systems, for example whether or
not they can deadlock. Examples of process algebras are Calculus of Communicating
Systems (CCS) [100, 101] and Communicating Sequential Processes (CSP) [76, 77].

Stochastic Process Algebras (SPAs) introduce the notion of time into process algebras,
usually by associating random durations with actions. This allows for the analysis of
guantitative performance measures to be undertaken (in the same manner in which
SPNs extend Place-Transition nets). As an example of a Markovian SPA we briefly

describe Performance Enhanced Process Algebra (PEPA) [75].

Definition 2.14 The syntax of a PEPA componeft,is given by:
P = (a,)\).P‘P—I—P‘P%ﬂP ‘ P/L ‘ A

where:

e (a,\).P is theprefix operator A process performs aaction a, and then be-
comes a new process, For activeactions, the time taken to performis an
exponentially distributed random variable with paramekerThe rate param-
eter may also take @ -value, which makes the actigrassivein a cooperation

(see below).
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e P, + P, is thechoice operatorA race is entered into between components
and P, to determine which will complete its action first. #f evolves first then

any behaviour of?; is lost and vice versa.

o P D;<I P, is thecooperation operator”; and P, run in parallel and synchronise
over the set of actions in the sét If P, is to evolve with an actiom € S,
then it must wait forP, to be in a position to produce am-action before it
can proceed, and vice versa. In active cooperation, the two components
then jointly perform aru-action with a rate based on that of the slower of the
two components. In passivecooperation, where one of the processes will be
performing action: with parameterT, the cooperation proceeds at the rate of

the active action only.

e P/L is thehiding operatowhere actions in the st which can be performed
by componenf’ are rewritten as silent actions (although they maintain their
original delay parameters). The actionsincan no longer be used to cooperate

with other components.

e A is aconstant labehnd allows recursive definitions to be constructed.

Fig. 2.4 shows an example PEPA model which demonstrates the use of the choice
and cooperation operators. There are two machihes;hine, andMachinep, each

with an associated monitoring alarsjarm 4, and Alarm . Both machines share the
behaviour that when they are paused (when they are behavinguasine,1) they

can perform astart action to begin running. Once running, they can bpifse,

but Machine , can alsofail and must themecover. The two monitoring processes,
Alarmy and Alarmpg, will raise analert when they observe aun action in their
corresponding machine. This behaviour is enforced by the composition of the sys-
tem, as the alarms cooperate with the machines overiheaction. Finally, the
system as whole will only display atlert when both theM achine 4 /Alarm 4 and

Machineg/Alarmg pairs are displaying aert.

As all delays in PEPA models are exponentially distributed, a CTMC can be generated

from a model’s derivation graph (which is analogous to the reachability graph of a Petri
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Machineal = (start,ri).Machine,2 + (pause,rs).Machine 43

(
Machine 2 = (
ef

(
(

run,rs).Machines1 + (fail, ry). Machine3

Machines3 = (recover,ry).Machinel

Alarma < (run, T).(alert,rs). Alarm 4
Machinegl dof (start,ry).Machineg2 + (pause,rq).Machinegl
Machineg?2 Lof (run,rs).Machinegl

Alarmp < (run, T).(alert,rs). Alarmpg

System % (Alarm s > Machineal) B (Alarmp DI Machinegl)

TUn alert run

Fig. 2.4. An example PEPA model.

- [MO——_ O .

Fig. 2.5. An example open queueing network.

net). This Markov chain can then be analysed for steady-state or other performance

measures in exactly the same fashion as a CTMC generated from an SPN or a GSPN.

2.2.6 Queueing Networks

The final high-level modelling formalism we consider is queueing networks. Treat-
ment of them can be found in numerous works, for example [15, 71, 103]. Queueing

networks are built from three basic components:

e Serveramnay have one or more queues connected to them. The time taken for a
server to process a customer is a random variable which may be drawn from a

number of distributions including the exponential. Servers also haehedul-



2.2. High-level Modelling Formalisms 39

ing strategy which specifies the order in which queued customers are served —

a common example is First-Come First-Served (FCFS).

e Queuestore customers in the order in which they arrive at a server. Queues may

have a fixed capacity or have the ability to store an infinite number of customers.

e Customersmove between queues and are processed by servers. They may be
divided into differentclasses which will affect how they are routed between
gueues and how they are served when they arrive at them (for example, different
classes may be assigned different priority levels and the arrival of a high-priority

customer at a queue may pre-empt the service of a lower priority customer).

Additionally, when departures from one server can become arrivals at one of several
destination queues it is necessary to spewititing probabilities which are the prob-
abilities that a customer which leaves that server will be routed to each of the possible

destinations. Different classes of customers can have different routing probabilities.

Queueing networks can be classed as eitipgnor closed When the population of
customers in the network is fixed (i.e. it is not possible for customers to leave the
network or for new customers to join it), the network is closed. Otherwise, it is said to

be open.

Queues in a queueing network are often described using the Kendall notation:
A/B/m/K/Z/S

in which the components identify the arrival process, the service distribution, the num-
ber of servers, queue capacity, customer population (in a closed network) and schedul-
ing strategy respectively. If not specified, the queue capacity is assumed to be infinite
and the scheduling strategy is assumed to be FCFS. A commonly encountered single-
server queue is th&//M /1 queue, in which arrivals and services are exponentially-
distributed.

For closed queueing networks with Markovian service times, it is possible to generate
a reachability graph which is isomorphic to a CTMC (a state in the CTMC being

described by the number of customers at each queue). This can then be analysed for
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steady-state, transient and passage time quantities in exactly the same manner as a

CTMC derived from a Petri net or SPA model.

2.3 Laplace Transforms

The Laplace transform is an integral transform which is widely used in the solution of
differential equations arising from physical problems such as heat conduction, move-
ment of bodies and so forth. Such problems are typically hard to solve in (real-valued)
t-space, but can be transformed into (complex-valuesf)ace using the Laplace trans-
form and solved more easily before being transformed backthstmace. This ap-
proach can also be adopted for the passage time analysis of Markov and semi-Markov

chains.

When the Laplace transforifi*(s) of a real-valued functiorf(¢) exists, it is unique

and is given by:

fr = [ e a (2.5)

0

wheres is a complex number.

For the Laplace transform of a functigift) to exist, f (¢) must be oexponential order
Examples of functions which meet this restriction are polynomial or exponential (those
of the forme**) functions and bounded functions. Also included are those functions
with a finite number of finite discontinuities. Examples of functions which do not
fall within this category are those which have singularities (éxgx)), those whose
growth rates are faster than exponential (e%g) or those with an infinite number of

finite discontinuities (e.gf (x) = 1 if = is rational and O otherwise).

For the purposes of this thesis, the functions considered are all probability density
functions and so are sufficiently ‘well-behaved’ (i.e. they have area underneath them
which integrates to 1) that their Laplace transforms will always exist. Note, however,
that they may not always exist in closed form (e.g. as is the case for the Weibull

distribution).



2.3. Laplace Transforms 41

2.3.1 Properties

One example of where Laplace transforms are useful is the calculation of the con-
volution of two functions, an operation which is of particular importance in passage
time analysis. The calculation of the probability density function of a passage time
between two states is achieved by convolving the probability density functions of the
sojourn times of the states along all the paths between the source and target states. The

convolution of two functiong (¢) andg(t) denotedf(t) x g(t) is given by:

£(t) * glt) = / f()glt —7) dr (2.6)

The convolution of» functions requires the evaluation of &n— 1) dimensional in-
tegral. To perform such a calculation for large values:dperhaps in the millions)
would be impractical. Instead, we exploit the convolution property of Laplace trans-
forms, which states that the Laplace transform of the convolution of two functions is
the product of the functions’ individual Laplace transforms. Once the Laplace trans-
form of the convolution has been calculated in terms of the complex parameter

is possible to retrieve the convolution in terms of the real-valued paramagaéng a

process known asaplace transform inversian

Theorem 2.3 Convolution:The Laplace transform of the convolution of two functions
f(t)andg(t), denotedl{ f(t) = g(t)}, is the product of the Laplace transforms of the

two functions, i.e.:

L{f(t) *g(t)} = f*(s)g"(s)

The proof for Theorem 2.3 is well known and we will outline it briefly here in the man-
ner presented in [56]. Lef(t) andg(t) be two functions whose Laplace transforms
exist and are denotett (s) andg*(s) respectively. We write the Laplace transform of

the convolution of these two functions &$f(¢) * g(¢)}, and wish to prove:

L{f(#) xg(t)} = f*(s) g"(s)
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Starting from the definition of the Laplace transform in Eqg. 2.5 and of the convolution

of f(¢) andg(¢) in Eq. 2.6, we can write:

L{f(t) * g(t)} = / /f g(t —7) dr dt

We can rewrite this double integral as:

L{A()  g(1)) = / ) / e f(r)glt — 7) dr dt

and then change the order and limits of integration:

L) * g(0)}) = / N / et (gt — ) dt dr

_ /Ooof(r) (/Tooe_Stg(t—T) dt) dr 2.7)

Substituting the variable = ¢ — 7 into the inner integral of Eq. 2.7 gives:
/ et —71)dt = / e g(u) du
T 0
= eST/ e " g(u) du
0

ST %

= e Tg"(s)

and substituting this back into Eq. 2.7 yields:

LW} = [0y dr

= <s>/0 e~ f(r) dr

Thus the convolution of the function&t¢) andg(¢) can be obtained by inverting the
Laplace transform of the convolution. The next section describes how this inversion

can be achieved using numerical methods.

Another property of Laplace transformdliisearity [56]:

Theorem 2.4 Linearity: If f(¢) andg(t) are functions whose Laplace transforms ex-

ist, then:

L{af(t) +bg(t)} = al{f(t)} + bL{g(t)}



2.3. Laplace Transforms 43

Proof:

Laf®)+bg)} = [ (af@)+ byl do

0

= /00 af(t)e " + bg(t)e " dt
0

— / ft)e™tdt + b / g(t)e *dt

= aL{f(t)} +bL{g(1)}

A final property of Laplace transforms which is particularly useful in the context of
this work is that the Laplace transform of a cumulative distribution function can be cal-
culated from the Laplace transform of the corresponding probability density function

by dividing it by s. This corresponds to integration 6ft) in ¢-space.

Theorem 2.5 Integration: If f(¢) is a probability density function and’(¢) is the
corresponding cumulative distribution functiof, f(t) dt = F(¢). The Laplace
transform of '(¢) can be calculated from the Laplace transformfgt) by dividing
L{f(t)} by s:

L{F(t)} = L{f(t)}/s

Proof:

Recalling that the integration by parts of a definite interfaglu dv = [uv]’ — f;’ vdu:

/Oooe—stf(t) dt = [e—stF(t)};O—/ooo —se SF(t) dt

= 8/00 e S E(t) dt
SOL{f(t)} = sL{F(1)} or L{F(t)} = L{f(t)}/s.

2.3.2 Laplace Transform Inversion

As the Laplace transform of a function is unique it is possible to recover the function
f(t) from its Laplace transfornf*(s). This process is called Laplace transform inver-
sion. The inverse of the Laplace transfofft(s) of a functionf(¢) (which we denote

L= f*(s)}) is the functionf (¢) itself:

a+100

PO =50 =5 [ e ds @8

—1300
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wherea is a real number which lies to the right of all the singularitiestfs). This

is also known as thBromwich contour inversion integral

Like Laplace transforms, inverse Laplace transforms display linearity [56]:

L™Haf*(s) +bg"(s)} = aL ™ {f*(s)} + bL™{g"(s)}

The work in this thesis centres around the calculation amchericalinversion of
Laplace transforms. There are a number of numerical Laplace transform inversion
algorithms in the literature, for example the Euler technique [3, 4], Talbot’s tech-
nigue [118] and the Laguerre method [2] (also known as Weeks’ method [124]). We

now summarise the key features of these methods.

Summary of Euler Inversion

It is possible to rewrite Eqg. 2.8 such that it is possible to obfdin from f*(s) b
integrating a real-valued function of a real variable rather than requiring contour inte-
gration to be performed in complex space. Substituting a + iu allows Eq. 2.8 to

be rewritten as [1]:

f(t) = L /OO T £ (0 4 ju) du

Making use of the fact that:

et — M (cos ut 4 i sin ut)

yields [1]:
26at

™

() = /0 " Re(f*(a + iu)) cos(ut) du

This integral can be evaluated numerically using the trapezoidal rule. This approxi-

mates the integral of a functiof(¢) over the intervala, b] as:
1
/ f(t dtNh(f( a) + /() Zf(a+kh)>
k=1

whereh = (b — a)/n. Setting the step-size = 7/2t anda = A/2t (where A is

a constant that controls the discretisation error and is set to 19.1 in [4]) results in the
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alternating series [4, 53]:

eA? LA e? & . A+ 2kmi
f(t)NTRe<f (§>)+7M(—1)k Re<f <—2t ))

Euler summation can be employed to accelerate the convergence of this alternating
series [115]. That is, we calculate the sum of the firgg¢rms explicitly and use Euler

summation to calculate the next Themth term after the firsk is given by [3]:

E(t,m,n) = zm: (7]’;)2"1 S (1) (2.9)

k=0
In Eq. 2.9:

salt) = 3 (-1F Re (f* (“2#))

k=0
An estimate of the truncation error incurred in using Euler summation can be calcu-

lated by comparing the magnitudes of thtt and(n + 1)th terms, i.e. [3]:
|E(t,m,n) — E(t,m,n +1)|

To give a truncation error of0—® we setn = 20 andm = 12 .

Summary of Talbot’'s Method

Talbot’'s method is very similar to Euler inversion in that it involves the trapezoidal
integration of Eq. 2.8 [118]. However, the contour over which the integration is per-
formed is altered from the one in Eq. 2.8 in such a way that the oscillations in the
terms of the infinite summation (resulting from the application of the trapezoidal rule)
are avoided and therefore no technique is needed to accelerate the convergence of the
series. The new contour, however, must enclose all singularitigg of, which means

a record must be kept of the locations of these singularities [54]. In the context of the
work presented in this thesis this would not be practical: not only would a list of the
singularities of all state holding time density function Laplace transforms need to be
stored, but it would have to be maintained for the Laplace transforms of the convolu-
tions of these functions as well. For this reason, the Talbot method is not employed in

any of the work which follows.



46 Chapter 2. Background

Summary of Laguerre Inversion

The Laguerre method [2] makes use of the Laguerre series representafiai of

FO =D aua(t)  t>0

where the Laguerre polynomialsare given by:

L(t) = (%) L1 (t) — (”; 1) Lyo(t)

starting withly, = ¢*/2 andl; = (1 — t)e'/?, and:

1

2mrn

= ’ re™™)e™ du 2.10
q | ate (2.10)
wherer = (0.1)*" andQ(z) = (1 — 2) "' f*((1 + 2)/2(1 — 2)).

The integral in the calculation of Eq. 2.10 can be approximated numerically using the

trapezoidal rule, giving:

N 1
™= 5 m

(Q(r) H(17Q(r) +2 ) (1P Re (Q(re”ﬁ/“))> 2.11)

As described in [70], the Laguerre method can be modified by noting that the Laguerre
coefficientsg, are independent of. Sincell,(t)] < 1 for all n, the convergence

of the Laguerre series depends on the decay ratg asn — oo which is in turn
determined by the smoothnessf@t) and its derivatives [2]. Slow convergence of the

q» coefficients can often be improved by exponential dampening and scaling using two

real parameters andb [124]. Here the inversion algorithm is applied to the function
fon(t) = €77 f(t/D)

with f(¢) being recovered as:
f(t) = e fop(bt).

Eachg, coefficient is computed as in Eqg. 2.11, using the trapezoidal rule 2with
trapezoids. However, if we apply scaling to ensure thahas decayed to (almost)

zero by termpy (sayp, = 200), we can instead make use of a constant number of
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2p, trapezoids when calculating eagh This allows us to calculate eagh with high
accuracy while simultaneously providing the opportunity to cache and re-use values
of Q(z). Sincegq,, does not depend anand each evaluation @f(z) involves a single
evaluation off*(s), we obtainf(¢) at an arbitrary number afvalues at the fixed cost

of evaluating®(z) (and hence™(s)) 2p, times.

Suitable scaling parameters can be automatically determined using the algorithm in
Fig. 2.6 [70]. This algorithm is based on the heuristic observations in [2] that increas-
ing b (up to a given limit) can significantly lower the rati@,|/|q|, and the observation

in [70] that excessive values of the damping parametean lead to numerical insta-

bility in finite precision arithmetic.

while |ga00| > 10719 or |goo:| > 1071° do begin

if o =0 then
o = 0.001
else
o =20

if o> 0.2 then begin
b=0b+4
if b>10
exit
oc=20
end

end

Fig. 2.6. Algorithm for automatically determining scaling parameters [70].

This fixed computational cost for any numbertgboints is in contrast to the Euler

method, where the number of differentalues at whichf*(s) must be evaluated is
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a function of the number of points at which the valuefof) is required (in fact, it is

(n +m + 1) times the number aof-points). It must be noted, however, that the Euler
method can be used to invert Laplace transforms which are not sufficiently smooth to
permit the modified Laguerre method to be used. This situation typically arises when

the original functionf(¢) has discontinuities (e.g., jf(t) = det(z)).
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Passage Times in Markov Models

This chapter first describes the calculation of passage time densities and quantiles
in continuous-time Markov chains using the Laplace transform technique presented
in [70]. We then present a novel contribution of this thesis, namely the extraction
of passage times in systems modelled using GSPNs which can have both tangible or
vanishing source and target states [48]. We also describe a second technique for the
calculation of passage time densities in Markov models known as uniformization. We
present a comparison of the run-time behaviour of the Laplace transform and uni-
formization techniques and contrast them both with simulation. Extraction of passage
times from stochastic process algebra models using uniformization is demonstrated.
Finally, we describe a low-cost approximation technique which estimates passage time

densities and distributions from their moments [7, 8].

3.1 The Laplace Transform Method for CTMCs

Consider a finite, irreducible CTMC witN states{1,2,..., N} and generator matrix
Q as defined in Section 2.1.2. A4t) denotes the states of the CTMC at timme
(t > 0) and N(t) denotes the number of state transitions which have occurred by time

t, the first passage time from a single source markimgo a non-empty set of target
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markingsj is:

)

Py;(t) = inf{u > 0: X(t +u) € 5, N(t +u) > N(t),X(t) = i}
When the CTMC is stationary and time-homogenous this quantity is independent of
Pz = inf{u > 0:X(u) € j, N(u) > 0,X(0) = i} (3.1)

That is, the first time the system enters a state in the set of target stafiesn that
the system began in the source staded at least one state transition has occurfgg.

is a random variable with probability density functigﬁzl;n(t) such that:
b
]P(a<Pz.J~.<b)_/ [ty dt (0<a<b)
In order to determingfz.;(t) it is necessary to convolve the state holding-time density

functions over all possible paths (including cycles) from stateall of the states in.

As described in Section 2.3, the calculation of the convolution of two functiots in
space (cf. Eq. 2.6) can be more easily accomplished by multiplying their Laplace trans-
forms together i-space and inverting the result. The calculatiorfgft) is therefore
achieved by calculating the Laplace transform of the convolution of the state holding
times over all paths betweémnd; and then numerically inverting this Laplace trans-

form.

Ina CTMC all state sojourn times are exponentially distributed, so the density function
of the sojourn time in statéis j;e i, whereu; = —q; for 1 < ¢ < N as defined
in Section 2.1.2. The Laplace transform of an exponential density function with rate

parameten can be calculated from Eq. 2.5:

L{e ™} = / e St (Ne™) dt

— / —st—At dt
0

— )\/OO —(s+N)t
0

|: —(s+)\ :|OO

(5+)\)

I
>
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Denoting the Laplace transform of the density functj‘%m) of the passage time ran-
dom variableP’;; as L;z(s), we proceed by means of a first-step analysis. That is, to
calculate the first passage time from staieto the set of target statgswe consider
moving from state to its set of direct successor stateand thence from states into

states inj. This can be expressed as the following system of linear equations:
szk ( i ) + szk ( i ) (32)

The first term (i.e. the summation over non-target statgésf) convolves the sojourn

time density in state with the density of the time taken for the system to evolve from
statek into a target state j, weighted by the probability that the system transits from
state; to statek. The second term (i.e. the summation over target stateg) simply
reflects the sojourn time density in stateeighted by the probability that a transition

from statei into a target staté occurs.

Given thatp;; = ¢;;/ — qi; in the context of a CTMC (cf. Section 2.1.2), Eq. 3.2 can

be rewritten as:

Li(s) = ( Gir ) ) + Z (S fkq) (3.3)

2 \S — Gi
k¢j
This set of linear equations can be expressed in matrix—vector form. For example,

whenj = {1} we have:

S—aqun  —qiz2 —q1in Llj(S) 0
0 S—(q2 - —q2n ng(S) g21
0 —q32 - —(Q3n L3;(5) = q31 (3.4)
0 . .
0 —Gn2 " S — ({nn Lnj<5> dn1

Our formulation of the passage time quantity in Eq. 3.1 states that we must observe at
least one state-transition during the passage. In the case whef¢as forLz(s) in
the above example), we therefore calculate the density of the cycle time to return to

state; rather than requirind.,z(s) = 1.

Given a particular (complex-valued) Eg. 3.4 can be solved fdri;.(s) by standard it-

erative numerical techniques for the solution of systems of linear equatidos ia b
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form (cf. Section 2.1.4). In the context of the inversion algorithms described in Sec-
tion 2.3.2, both Euler and Laguerre can identify in advance at which values ofs)
must be calculated in order to perform the numerical inversion. Therefore, if the algo-

rithm requiresn different values of.;;(s), Eq. 3.4 will need to be solved times.

The corresponding cumulative distribution functibjy(t) of the passage time is ob-
tained by integrating under the density function. As described in Section 2.3, this
integration can be achieved in terms of the Laplace transform of the density function
by dividing it by s, i.e. F%(s) = L;(s)/s. In practice, if Eq. 3.4 is solved as part

of the inversion process for calculatirfg(t), them values ofL,;(s) can be retained.
Once the numerical inversion algorithm has used them to comf(te, these val-

ues can be recovered, divided bwynd then taken as input by the numerical inversion
algorithm again to comput&;;(¢). Thus, in calculating’;;(t), we getF;(t) for little

further computational effort.

When there are multiple source markings, denoted by the védioe Laplace trans-

form of the response time density at equilibrium is:

Lyz(s) = > agLys(s)

ket

where the weighty, is the equilibrium probability that the statelis= i at the starting
instant of the passage. This instant is the moment of entry into Btataus oy, is
proportional to the equilibrium probability of the stadten the underlying embedded
(discrete-time) Markov chain (EMC) of the CTMC with one-step transition marix

as defined in Section 2.1.2. That s,

s ifked
o = ﬂ-k/ Z]EZ Ty v (35)

0 otherwise

where the vectorr is any non-zero solution to = wP. The row vector with compo-

nentsay, is denoted by.
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3.2 Extension to GSPNs

The analysis described above for Markov chains can be extended to the analysis of the
underlying state spaces of GSPNs [48]. The situation is complicated, however, by the
existence of two types of state (tangible and vanishing) as described in Section 2.2.3.
As we are dealing with Petri nets, the analysis is described in terms of markings rather
than states (although the two terms are equivalent — the state of a GSPN is defined by

its marking).

In a GSPN, the first passage time from a single source matkirtg a non-empty set

of target markingg is:
Pz =inf{u>0: M(u) € 7,N(u) > 0,M(0) =i}

where M (t) is the marking of the GSPN at timeand N (¢) denotes the number of

state transitions which have occurred by time

We proceed by means of a first-step analysis as described above for the purely Marko-
vian case. Recalling the definitions of Section 2.2.2, the Laplace transform of the
(exponential) sojourn time density function of tangible marking 1; /(s + ), but

for a vanishing marking the sojourn time is 0 with probability 1, giving a correspond-
ing Laplace transform of 1 for all values ef We must therefore distinguish between

passage times which start in a tangible state and those which begin in a vanishing state:

2 kg (i;) Lyj(s) + 2ej (Q_q) ificT
Lile) = (3.6)

ZkﬁpikLki(S) + D ki Pik ifiey

Again, this system of linear equations can be expressed in matrix—vector form. For

example, whery = {1}, V = {2} and7 = {1,3,...,n} the above equations can be

TThis also follows as the probability density function of an immediate transition is an impulse func-
tion atz = 0. The Laplace transform of an impulse functionzat « is e~*° [107], which is 1 when
a=0.
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written as:
S—qu —qiz - —(qin Llj(S) 0
0 L Y 1) sz(s) P21
0 —q32 - —dQ3n L3;(s) = q31
0
0 —Gn2 " S = (nn Ln;(s) Gn1

This system of linear equations can then be solved by the same techniques as for the

Markov case above.

As described above in Section 3.1, this formulation can easily be generalised to the
case where multiple source states are required. This is accomplished by weighting the
L,5(s) values with the renormalised steady-state probabilities for state from the
embedded Markov chain (EMC) defined by the marking of the GSPN at firing instants.

Therefore,
T/ D i T if ke
0 otherwise

ap —

where the vectorr is any non-zero solution to = wP.

Note also that if vanishing states are eliminated from the underlying state space during
its generation, the result is a continuous-time Markov chain which can then be analysed
for passage times as per Section 3.1. Doing so reduces the size of the state space to
be analysed but removes the ability to reason about source or target states which are

vanishing.

3.2.1 Example of GSPN Analysis

Fig. 3.1 shows a small contrived GSPN model and Fig. 3.2 its corresponding reach-
ability graph. We illustrate our technique on this GSPN by computing the response
time density for the time taken to reach markings whfép,) > 0 from markings

whereM (p;) > 0.

In this example, there are three source markings, two of which are vanishing and one of

which is tangible. As discussed in Section 3.2, the Laplace transforms of the passage
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t4 (2r)

t2 (3r)

Fig.3.1.The Simple GSPN model.

(8) (0,0,0,2,1)(9)

. source marking D tangible marking

. destination marking % vanishing marking

Fig. 3.2. The reachability graph of the Simple GSPN model.
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Fig. 3.3. Numerical and simulated response time densities for the Simple model for time taken from
markings whereM/ (p;) > 0 to markings wherél/(p2) > 0. Here the transition rate parameters are

r=2andv = 5.

time from these source markings into the destination markings need to be weighted
according to the normalised steady state probabilities of the source markings in the
GSPN’s EMC. Hence, for source marking$ = (1,0,2,0,0), M3 = (1,0,1,1,0)
andMs = (1,0,0,2,0),

Li7(s) = 01 Ly3() + a3 Lz(s) + 0Ly (s)

wherei = {1,3,8},7 = {2,4,6}, ay = 0.22952, a3 = 0.43660 andas = 0.33388 (to
5s.f.).

Fig. 3.3 shows the resulting numerical passage time density. Also shown is the pas-
sage time density produced by a discrete-event simulator. This is the combination of
the results from 10 runs, each consisting of 1 billiaa®j transition firings, and the

resulting confidence intervals are very narrow indeed. There is excellent agreement

between the numerical and simulated densities.

For this small example, a single processor (a PC with a 1.4GHz Athlon processor and
256MB RAM) required just 18 seconds to calculate the 1600 points plotted on the
numerical passage time density. The Laguerre method was used and no scaling was

needed. This required the solution of 402 sets of linear equations (2 of which were
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necessary to determine that no scaling was required, with the remaining 400 used to

compute they, coefficients).

3.3 Uniformization

As well as the Laplace transform approach described above, passage time densities
and quantiles in CTMCs may also be computed through the usmitdrmization

(also known asandomizatiol. This transforms a CTMC into one in which all states
have the same mean holding timhg;, by allowing ‘invisible’ transitions from a state

to itself. This is equivalent to a discrete-time Markov chain, after normalisation of the
rows, together with an associated Poisson process ofjraiéhe one-step transition
probability matrix P which characterises the one-step behaviour of the uniformized
DTMC is derived from the generator mati@ of the CTMC as:

P=Q/¢+1 (3.7)

where the rate > max; |¢;| ensures that the DTMC is aperiodic by guaranteeing that

there is at least one single-step transition from a state to itself.

3.3.1 Uniformization for Transient Analysis of CTMCs

Uniformization has classically been used to conduct transient analysis of finite-state
CTMCs [66, 112]. The transient state distribution of a CTMG, is the probability

that the process is in a statejimt timet, given that it was in stateat time O:
m;(t) = P(X(t) € j | X(0) =)

whereX(t) denotes the state of the CTMC at tirhe

In a uniformized CTMC, the probability that the process is in sfaetimet is calcu-
lated by conditioning oV (¢), the number of transitions in the DTMC that occur in a
given time interval [Q] [112]:

m:(t) = Y _P(X(t) € | N(t) = m)P(N(t) = m)

m=0
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whereN (t) is given by a Poisson process with rgtand the state of the uniformized

process at timeis denotedx(¢). Therefore:

(gt)"e” ™ n
i) = Do |

n=1 kej
where

D) — p(p forn >0

andx(© is the initial probability distribution from which the transient measure will be

measured (typically, for a single initial stater, = 1 if k£ = 4, 0 otherwise).

3.3.2 Uniformization for Passage Time Analysis of CTMCs

Uniformization can also be employed for the calculation of passage time densities in
Markov chains as described in [20, 99, 102, 105]. We ensure that only the first passage
time density is calculated and that we do not consider the case of successive visits to
a target state by making the target states absorbing. We dend®é thye one-step

transition probability matrix of the modified, uniformized chain.

The calculation of the first passage time density between two states has two main com-
ponents. The first considers the time to complet®ps ¢ = 1,2, 3,...). Recall that

in the uniformized chain all transitions occur with ratelhe density of the time taken

to move between two states is found by convolving the state holding-time densities
along all possible paths between the states. In a standard CTMC, convolving holding
times in this manner is non-trivial as, although they are all exponentially distributed,
their rate parameters are different. In a CTMC which has undergone uniformization,
however, all states have exponentially-distributed state holding-times with the same
parameter;. This means that the convolution ofof these holding-time densities is

the convolution ofn exponentials all with rate, which is ann-stage Erlang density

with rate parametey.

Secondly, it is necessary to calculate the probability that the transition between a
source and target state occurs in exaetliiops of the uniformized chain, for every

value ofn between 1 and a maximum value The value ofm is determined when



3.3. Uniformization 59

the value of thexth Erlang density function (the left-hand term in Eq. 3.8) drops be-
low some threshold value. After this point, further terms are deemed to add nothing

significant to the passage time density and so are disregarded.

The density of the time to pass between a source stael a target statgin a uni-
formized Markov chain can therefore be expressed as the sumroftage Erlang
densities, weighted with the probability that the chain moves from sthiestate;

in exactlyn hops ( < n < m). This can be generalised to allow for multiple target
states in a straightforward manner; when there are multiple source states it is necessary
to provide a probability distribution across this set of states (such as the renormalised

steady-state distribution calculated below in Eg. 3.10).

The response time between the non-empty set of source &tdghe non-empty set

of target stateg in the uniformized chain therefore has probability density function:

ntn 16 qt

f7t) = Z NCEE Zwk)

m gt .
~ nzl T kze;ﬂ,y (3.8)
where
at) = g(p’ forn >0 (3.9
with
0 0 fork ¢ 7 (3.10)

T/ Y e fork € 7
Them, values are the steady state probabilities of the correspondingishetms the
CTMC's embedded Markov chain. When the convergence criterion

<e (3.11)

170 |

is met, for given tolerance, the vectorr(™ is considered to have converged and no
further multiplications withP’ are performed. Heré|x||., is the infinity-norm given

by ||x||co = max; |z].

The corresponding cumulative distribution function for the passage fng,), can
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be calculated by substituting the cumulative distribution function for the Erlang distri-

bution into Eq. 3.8 in place of the Erlang density function term, viz.:

n—l(

9] » £k .
Fot) = > (1—eq %)Zw;)

3

~ Z (1—6‘“2%)2#,2”)

n=1 k=0 kej’

wherer (™ is defined as in Egs. 3.9 and 3.10.

3.4 Comparison of Methods
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Fig. 3.4.Numerical and simulated (with 95% confidence intervals) passage time densities for time taken
from the initiation of a transport layer transmission to the arrival of an acknowledgement packet in the

Courier model.

As both the Laplace transform method and uniformization can be used to calculate
passage time densities in Markov models, it is instructive to compare the run-time
performance of the two methods along with simulation. Table 3.1 shows the run-

times in seconds taken to compute the passage time densities shown in Figs. 3.4, 3.5
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Fig. 3.5.Numerical and simulated (with 95% confidence intervals) density for the time taken to produce
a finished part of typé’12 starting from states in which there dre= 6 unprocessed parts of typéd
and P2 in the FMS model.
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Fig. 3.6. Numerical and simulated (with 95% confidence intervals) passage time densities for the cycle-

time in a tree-like queueing network with 15 customers.
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Fig. 3.7.GSPN passage time density calculation pipeline [48].
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Model | No. of || Uniform. Laplace Run-times Sim. Run-
Name | States | Run-time 1PC| 2PCs| 4PCs|8PCs| 16 PCs| 32 PCs|| time (1 run)
Courier| 11700 1.9 42.1 30.0 22.4 19.6 18.0 23.1 3656.0
FMS | 537768 64.8 || 5096.0 | 2582.6 | 1298.4 | 675.8 | 398.4 | 182.1 2729.6
Tree | 542638 126.2 || 7555.3 | 4719.3 | 1921.9 | 993.0 | 550.9 | 398.6 1976.8

Table 3.1. Comparison of run-time in seconds for uniformization, Laplace transform inversion and

simulation passage time analysis.

Model | No. of Laplace Run-times

Name States 1PC 2PCs| 4PCs| 8PCs| 16 PCs| 32 PCs

Courier 29010 542.7 293.6 | 170.6 | 1456 | 166.6 | 232.8
FMS | 2519580 | 27593.8 | 13790.2 | 6961.3 | 3548.9 | 1933.4 | 1079.7

Table 3.2. Run-time in seconds for the Laplace transform inversion method on GSPN state-spaces

without vanishing state elimination.

and 3.6 using uniformization, Laplace transform inversion and simulation. The run-

times were produced on a network of PC workstations linked together by 100Mbps
switched Ethernet, each PC having an Intel Pentium 4 2.0GHz processor and 512MB
RAM.

3.4.1 Models Studied

Results are presented for three models: a GSPN model of a communication protocol,
a GSPN model of a flexible manufacturing system and a tree-like queueing network.
These models are described in detail in Appendices A.1, A.2 and A.3 respectively. In
order for uniformization to be used and compared fairly with the Laplace transform
method, it was necessary in the case of the two GSPN models to generate the state
spaces with the vanishing states eliminated — the number of states given in the second

column of Table 3.1 is therefore the size of each model’s underlying CTMC.

For the Courier protocol model, the passage of interest is from markings for which

M (p11) > 0 to those markings for whicli/(py) > 0. This corresponds to the end-
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to-end response time from the initiation of a transport layer transmission to the arrival
of the corresponding acknowledgement packet; as the sliding window:szeset

to 1, there can be only one outstanding unacknowledged packet at any time. In the
Flexible Manufacturing System (FMS) model we calculate the density of the time
taken to produce a finished part of typd 2 starting from any state in which there
are6 unprocessed parts of tygel and6 unprocessed parts of tyge2. That is, the
source markings are those whevg P1) = M (P2) = 6 and the target markings are
those wherel/(P12s) = 1. Finally, for the tree-like queueing network, results are
presented for a model with 15 customers and show the density of the cycle time of a
customer from when it arrives at the back of the queue for sefivey when it reaches

that point again.

For uniformization and simulation, the results were produced using a single PC, but
for the Laplace transform method a parallel solver illustrated in Fig. 3.7 was used.
This has a distributed master—slave architecture, where the master processor calculates
in advance at which values ofEq. 3.3 or Eq. 3.6 will need to be solved in order to
perform the numerical inversion. These valuess @fre placed in a queue to which

slave processors make requests. They are allocated thes makiie available and

then construct and solve the set of linear equations for that valygreturning the

result to the master to be cached. When all the results have been returned, the master
processor then uses the cached values to perform the inversion and returns the value of

the passage time density or distribution at the required valuges of

The simulation results presented in the graphs are the combined results from 10 runs,
each run consisting of 1 billion1(°) transition firings. The timing information for
simulation in Table 3.1 is the average time taken to perform one of these runs: as the
runs are independent of each other they can be executed in parallel and so 10 runs on

10 machines should take no longer than 1 run on 1 machine.

3.4.2 Discussion

From Table 3.1 it can be seen that uniformization (running on a single processor) is

much faster than the Laplace transform method (for all number of processors up to 32)
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except in the case of the smallest model considered (Courierlwith0 states). Us-

ing the Laguerre method required the solution of 402 sets of equations of the form of
Eq. 3.4 for the tree-like queueing network and FMS models, and 804 sets for Courier.
The reason that Courier required more equations to be solved was the use of the scal-
ing technique referred to in Section 2.3.2. We also note that for the Courier model
the solution took longer on 32 machines than it did on 16. This can be attributed to

increased contention for the global work queue.

In contrast, the uniformization implementation needed only to perform a single set
of sparse matrix—vector multiplications of the form shown in Eqg. 3.9. It must be
noted, however, that the Laplace transform method is easier to extend to systems with
generally-distributed state holding-time distributions (see Chapter 4 below) and pre-
serves the ability to reason about source and target states which are vanishing. This
ability is lost in the uniformization method as vanishing states must be eliminated

when generating the state-space for the method to function.

Table 3.1 also shows that a single simulation run took much longer than either uni-
formization or the Laplace transform method for all three models and 10 runs only
produced inexact results bounded by confidence intervals (although the intervals are
fairly tight in two of the three cases). This run-time could, however, have been reduced
by performing fewer transition firings but this may have resulted in wider confidence
intervals. Simulation may not be suitable for passage time calculation in all models,
particularly those which are very large but have very few initial states. In such cases,
many more transition firings may have to be performed in order to achieve meaningful
results as the number of observed passages would otherwise be too low. By way of ex-
ample, the CTMC underlying the FMS model H&3 638 states, of which only 28 are
source states (0.005% of the total states) Bth34 are target states. The CTMC of

the Courier model with 1 700 states ha8 150 source states (26.9% of the total states)
and 900 target states. We observe that the confidence intervals on the Courier passage

time density of Fig. 3.4 are much tighter than those on the FMS density in Fig. 3.5.

When the method of Section 3.2 is used for the analysis of GSPN models, the under-

lying state-spaces are larger as vanishing states are not eliminated. Table 3.2 shows
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the sizes of the state-spaces for the two GSPN models and the time taken to analyse
them for the same passage time quantities as Table 3.1 using the Laplace transform
method for GSPNs. Note the large increase in the size of the underlying process when
vanishing states are not eliminated (it has more than doubled in the case of Courier
and increased by a factor of 5 for the FMS model) and the consequent increase in
time taken to compute the results. This illustrates that, although the Laplace transform
method for GSPNs offers the opportunity to reason about vanishing source and target

states, the modeller must be aware that it does so at increased computational cost.

We note that we have developed a parallel tool called HYDRA (described in Chapter 6)
which implements the uniformization method. This was not used here, however, as the
size of the state spaces under consideration made it unnecessary. Its use could reduce
the time taken to perform the uniformization calculations even further — the results

presented in Section 8.1.3 demonstrate how well such an implementation scales.

3.5 Passage Times in Stochastic Process Algebras

The main focus of the work in this chapter is on the calculation of passage times in
CTMCs derived from SPNs or GSPNs. The techniques described can, however, be
applied to CTMCs generated from other high-level formalisms — in Section 3.4 above
analysis is conducted on a queueing network. Stochastic process algebras are another
popular modelling formalism, and the tools and techniques presented in this thesis can

easily be applied to their analysis for passage time and transient measures.

We focus here on models specified in PEPA (described in Section 2.2.5). Using the
Imperial PEPA Compileripc) [22, 23], PEPA models can be converted into equivalent
Petri net models. It also permits the expression of passage time queries in terms of the
actions in the original PEPA model through the usestoichastic probesThese are
fragments of process algebra which observe the behaviour of the model and change
state to indicate that actions marking the start or end of the passage time measure of
interest have occurred [6]. Interested readers are directed to [22, 23] for full details of

ipc’s implementation.



3.5. Passage Times in Stochastic Process Algebras 67

Persony = (regy,r).Person; + (moves, m).Persons
def
Person; = (move;_1,m).Person;_1 + (reg;,r).Person;
+(move; 1, m).Person;y;  :1<i<N
def
Persony = (movey_1,m).Person;_1 + (regy,r).Persony
def .
Sensor; = (reg;, T).(rep;,s).Sensor; :1<i<N

5
WE

Dbase; = (rep;, T).Dbase; :1<i<N
j=1
M N
def
Sys = HPemom ES HSensorj E(pl Dbase;
j=1 j=1

whereReg = {reg; | 1 <i < N}

andRep = {rep; | 1 <i < N}

Fig. 3.8. The PEPA description for the generalised active badge model Mitlooms andM peo-
ple [23].

3.5.1 Example of SPA Analysis

We illustrate the analysis of PEPA models for passage time quantities with a small
example of an active badge system. In the original model described in [65], there are
4 rooms on a corridor all installed with active badge sensors and a single person who
can move from one room to an adjacent room. The sensors are linked to a database

which records which sensor has been activated last.

In the model of Fig. 3.8 (reproduced from [23]), we have extended this to support
M people inN rooms with sensors and a database that can be in oieé sthtes,

representing the last sensor to be activated.

In the model,Person; represents a person in roagmSensor; is the sensor in room
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Fig. 3.9. Passage time density of the time taken for the first person to move from room 1 to room 6 in

the 3-person Active Badge model.

i and Dbase; is the state of the database. A person in raooan either move to
roomi — 1 ori + 1 or, if they remain there long enough, set off the sensor in rgom
which registers its activation with the database. Allowivigoeople inV rooms yields
NM different configurations. Independently, there 2fesensor configurations anid

states that the database can be in, giving a total'éf M +! states.

For 3 people and 6 rooms, we have a global state spa&®9dfl states. Fig. 3.9 shows
the passage time density of the time taken for the first person to move from room 1 to

room 6. This was calculated using uniformization.

3.6 Estimation of Passage Time Densities and Distribu-
tions From Their Moments
As well as calculating full passage time densities in Markov models we can also com-

pute the moments of such densities. Not only are these meaningful performance mea-

sures in their own right, but it is possible to estimate the full density or distribution
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from a small number of its moments at less computational cost than calculating the

full distribution using the techniques described above.

Thenth raw momentl/;;(n) of the passage time quantity; is obtained by differenti-
ating the corresponding Laplace transfoLrigi(s) n times and evaluating the resulting

expression at = 0. For example, fon, = 1:

fo) = [ e
= fl(s) = —/Oootestf(t) dt

— 10 = - [ e
= M-(1) = —f(0) (3.12)

L d'Lg(s)

A
Tan (3.13)

3.6.1 Moment Calculation for CTMCs

The general formula for calculating theh moment of passage time for a Markov

model is stated without proof in [70]:

—qii M Z @i Myz(n) +nMz(n — 1) (3.14)
k¢j
fori ¢ j, M;z(n) = 0fori € jandM;(0) = 1. We here prove that this holds by

induction.

We have shown in Section 3.1 that to calculate the Laplace transform of the density of
the passage time between statasd stateg we solve a system of linear equations of

the form:

(s — ) Liz(s) = > ainLyz(s) + D ain (3.15)

k¢j kej
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whereg;, is the instantaneous rate between statedk, andg,; is the negated sum of
all the rates out of state We will now show that differentiating Eq. 3.1btimes with

respect tos gives:

(s = i) L () + 0LV () = >~ qw L (s) (3.16)
k]
for any integer value of. Recall that the product rule for differentiating two functions
f(z) andg(z) states:

(f9)'(z) = f(x)g'(x) + f'(z)g(x)

Base caseDifferentiating Eqg. 3.15 once requires the use of the product rule, and this
yields:
(s q“)L Z QZkL
ki

Which is Eqg. 3.16 fon = 1.

Inductive step Given that Eq. 3.16 holds, we must show that differentiating it once

gives Eq. 3.16 for thén + 1) differential. Applying the product rule we have:

RY JGasol (n)’ (n)’ — L
(s qn)Lﬁ (3)+Li; (s)—l—nLﬁ (s) qu
k]
ety ™ (o _ LE (s
— (=)L) + (i DL = D gl

ij
k¢j

as required.

We have therefore proved that Eq. 3.16 holds for all integer values>fl. Evalu-
ating this ats = 0 then yields the expression for th¢h moment of the passage time,

Eq. 3.14, as required.

In terms of computational requirements, calculatingnoments of a passage time
density requires the solution afsets of N x N linear equations, one for each moment,

each of the form of Eq. 3.14.
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3.6.2 Extension to GSPNs

The formulae above for the calculation of moments in CTMCs can be extended to
the calculation of moments in GSPNs in an analogous manner to the way in which
the calculation of passage time densities in CTMCs was extended to passage times in
GSPNs. Once again, it is necessary to take into consideration the possible existence
of vanishing markings. Recall that the Laplace transform of the passage time density

from a vanishing markingto a set of target statgsis given by:

Li(s) = palyz(s) + > pix 3.17)

k¢j kej

By differentiating Eq. 3.17 with respect toconce we get:

L(s) = 3 puLis(s)

kéj

Evaluating this at = 0 to calculate the first moment gives:

Mz‘j(l) = ZpikMk]'(l)
k]

Higher moments can be calculated by repeated differentiation of Eq. 3.17. In general,
to calculate thexth moment of a passage time from a vanishing stédea set of target
states

Mz(n) = ZpikMk;(n) (3.18)
k¢

The firstn moments of a passage time in a GSPN model starting from a vanishing state

1 can therefore be calculated by using Eq. 3.14 and Eqg. 3.18:

Y wei - Myz(n) + %nMﬁ(n —-1) ifieT

—qii

Mﬂ<n) =

v

D ke PikM5(n) ifieV
3.6.3 Distribution Estimation from Moments

The reconstruction of a function based on its firshoments is a well-known problem.

It is of particular interest in passage time analysis as the calculation of the moments
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of a passage time density can be accomplished at much less computational cost than
the calculation of the full density — in a CTMC, the first four moments are obtained
by solving four sets of linear equations of the type shown in Eq. 3.14, while the full
density would require the solution of perhaps 400 sets of linear equations of the type
shown in Eq. 3.3 (if using the Laguerre inversion method). Once the first few moments
have been calculated, there are a number of techniques by which functions can be ap-
proximated. We describe here briefly a technique based on the use of the Generalised
Lambda Distribution (GLD) [7, 95].

The Generalised Lambda Distribution

The Generalised Lambda Distribution (GLD) is a curve capable of assuming a wide
variety of different shapes depending on the value of its parameters. For passage time
analysis, the challenge lies in determining the parameter values which result in a GLD
curve that approximates well a given passage time density or distribution. The GLD is
defined by a quantile (inverse cumulative distribution) functigfx) which has four
parameters\, Ao, A3 and)\,. The first is the location parameter, the second the scale
parameter and the third and fourth are the shape paramétersis defined in terms

of these four parameters as [59]:

B 1 (ud—1 (1—uM-—1
Qu) =X\ + " ( N N ) (3.19)

The expression af () in this form is known as the FKML parameterisation [59]. The
process of approximating a passage time density using the GLD involves computing
values for these four parameters such that the first four moments of the resulting GLD
(meany, variances?, skewnessy; and kurtosisy,) match the first four moments of

the passage time measuye §2, c; anda, respectively).

As Q(u) is a quantile function it will yield the value of such thatF'(x) (the corre-
sponding cumulative distribution function) equalsThe probability density function
f(z) of the GLD can therefore be calculated as:

_du_ du (dQ(u)>_1

1) = 0 = 200 du
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It follows that thekth raw moment of a random variabtewith quantile function? ()

can be calculated as:
BN = /0 Tt () da
! e du
- [ Q)35 aow)
~ [ Q) du (3.20)

Expanding Eq. 3.19 gives [95]:

1 1 1 (u (1 —u)M
- (et wr
Q) ( L W WSV VLW ( " W )

= a+bR(u)

where

The first four central momentg, 1 < k£ < 4, of Q(u) can then be expressed in terms

of the first four raw moments;, 1 < k < 4, of R(u):

N o /\ 1 + 1 + T1
A VS VLS VS R W
. 1 9
G = (2 —17)
A2 !

. 1 3
Gz = F(T’g — 3ryry + 2r7)

2
R 1
Gy = /\—%(7’4 — 4rirs + 6rfr2 — 37011) (3.22)

Thekth raw moment of?(u) can be calculated in exactly the same manner ag fo)

in Eq. 3.20:

1 k A3(k—7) o\ Mg
k ) (1 — )
r, = S (=1)? A i du
g /0 Z (J)( ) NN

E(-1) [k
- ZAHM (j)ﬁ()\g(k—j)+1,/\4j+1) (3.22)
1 3 4
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where

B(a,b) = /1 w11 —w) ! du
As r;, is defined only for positive aroguments, it is required that (A3, \y) > —1/k.
Expanding Eq. 3.22 fok = 1, 2, 3,4 gives:

1 1
D W Wi s R WOy
1 1 9
N - As+ 1A+ 1
ry N et 1) X2 Awﬁ( s+ 1,0 +1)
1 1 3
N - - 2+ 1,4 + 1
r3 ANGBA+1) A3BA+1) A%ﬁ( s+ 1, +1)
3
—= B3+ 1,20+ 1
Tt L2+
e AN L2+ 1)
I
4 4
— 0B+ 1L, +1) — —=BAs+ 1,3+ 1 3.23
)\%)\45( st LAt ) /\3)\26( 3+ 1,074 + ) ( )
The skewness; of Q(u) is therefore given by Eq. 3.21 and Eq. 3.23:
1
az = EE[X—E[XHB’
_ &
qA23/2

r3 — 3riry + 213
(ro —17)3/2

Similarly, the kurtosisy, of Q(u) is calculated from:

1
Qy = FE[X - E[X]]4
qa
¢’
ry — 4rirs + 6r2ry — 3r}
(o — 7“%)2

As we require the skewness and kurtosis of the GLD to match those of the passage

time quantity, we can obtain values fdy and )\, by settingas = a3 anday = a4 and

solving the resulting non-linear equations.

Finally, the values of\; and )\, are computed using the following equations:

NP
R VAL s

o)

NS A
2 = 0 A\ A3+1  A+1
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Fig. 3.10.The branching Erlang model.
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Fig. 3.11.The approximate Courier model passage time density function produced by the GLD method

compared with the exact result.
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Fig.3.12. The approximate Courier model cumulative distribution function produced by the GLD

method compared with the exact result.
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Fig. 3.13. The approximate Erlang model passage time density function produced by the GLD method

compared with the exact result.
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Fig.3.14. The approximate Erlang model cumulative distribution function produced by the GLD

method compared with the exact result.
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Fig. 3.15. The branching Erlang model cumulative distribution function produced by the GLD method

compared with the bounds produced by the WinMoments tool.
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An example passage time density function and the approximation produced by the
GLD method can be seen in Fig. 3.11 (this is in fact the passage time measure for the
Courier model from Section 3.4). This was produced using our implementation of the
above GLD method as described in [8]. We notice good agreement between the exact
result and the approximation. The corresponding cumulative distribution function (in
the case of the GLD method produced by numerical integration of the probability
density function but computed directly for the exact passage times) can also be seen in

Fig. 3.12. Again, the agreement is good.

One limitation of the GLD method is that it assumes that the function being approxi-
mated is unimodal. Attempting to approximate a bimodal passage time density results
in a very poor fit. The branching Erlang model shown in Fig. 3.10 is composed of
two equiprobable branches, one withatiang(1.0,12) distribution and the other an
erlang(1.0, 3) distribution. As can be seen in Fig. 3.13, the approximation produced
by the GLD method does not capture the bimodal nature of the passage time density.
The corresponding cumulative distribution function (shown in Fig. 3.14) does show

better agreement, however.

Moment| Moment | GLD | Laplace
Model | States| Calc. | Matching | Total | Total
Courier| 11700| 0.66 0.28 0.94 42.1
Erlang 32 0.05 0.27 0.32 14.6

Table 3.3. Comparison of run-times in seconds for GLD approximation and full Laplace transform-

based passage time solution.

Table 3.3 shows that the time taken to calculate the above passage time densities using
the GLD method is considerably less than that required by the Laplace transform-
based approach. With increasing model size, we anticipate an increase in the time
taken to calculate the moments (although this will still require two orders of magnitude
less computation than the Laplace transform approach). The time to approximate the
density from these moments should remain very rapid since it is independent of the

model size.
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A different approach based on the calculation of Hankel determinants is taken in [111],
where a technique is presented to calculate the upper and lower bounds on the range
of feasible distribution functions given a number of the moments of the function.
Fig. 3.15 compares the output produced by our implementation of the GLD method [7,
8] with that of an implementation of this second method (an implementation of the
WinMoments tool [111]) for the branching Erlang model. In both cases the approx-
imations are based on the first four moments of the passage time density. It will be
observed that the bounds calculated by WinMoments are very wide except for extreme
values. Also, in this case the GLD method provides a better approximation to the exact

distribution than the mid-points of the WinMoments bounds.



Chapter 4

Passage Times in Semi-Markov

Models

In this chapter we present a central contribution of this thesis: an iterative passage
time density extraction algorithm for very large semi-Markov processes (SMPs). Pre-
vious attempts to analyse SMPs for passage time measures have not been applicable
to very large models due to the complexity of maintaining the Laplace transforms of
state holding time distributions in closed form. In previous work [64, 98], the time
complexity of the numerical calculation of passage time densities and quantiles for a
semi-Markov system withV states isD(N?). Consequently, it has not been possible

to analyse semi-Markov systems with more than a few thousand states.

This limitation is overcome here by the application of an efficient representation for the
Laplace transforms of the state holding time density functions, which was developed
with the demands of the numerical inversion algorithms described in Chapter 2 in
mind. The resulting technique is amenable to a parallel implementation (thus allowing
for the analysis of even larger semi-Markov models) and has a time complexity of

O(N?r) for r iterations (typicallyr << N).

We also present an iterative algorithm for computing transient state probabilities in
SMPs which requires less computational effort than existing techniques. The algo-

rithm builds on the iterative passage time algorithm and shows a similar time com-
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plexity. We present example passage time and transient results from models with up
to 1.1 million states. The chapter concludes by considering the extraction of moments

of passage times in semi-Markov systems.

4.1 Efficient Representation of General Distributions

The key to practical analysis of semi-Markov processes lies in the efficient representa-
tion of their general distributions. Without care the structural complexity of the SMP
can be recreated within the representation of the distribution functions. This is espe-
cially true with the convolutions performed in the calculation of passage time densities.
Many techniques have been used for representing arbitrary distributions — two of the
most popular beinghase-type distributiongl06] andvector-of-momentesethods.
These methods suffer from, respectively, exploding representation size under compo-
sition, and containing insufficient information to produce accurate answers after large
amounts of composition. Attempts to maintain a wholly symbolic representation are

similarly hamstrung by space constraints.

As all the distribution manipulations in the algorithm take place-space, the dis-
tribution representation is linked to the Laplace inversion technique used. The two
Laplace transform inversion algorithms which are applied in this thesis are described
in Chapter 2. Both work on the same general principle of sampling the transform func-
tion L(s) atn points, sy, so, . . ., s, and generating values gft) atm user-specified
t-pointsty, ta, ..., t,. In the Euler inversion case = (k + m + 1), wherek can

vary between 15 and 50, depending on the accuracy of the inversion required. In the

modified Laguerre case,= 400 and is independent of. (cf. Section 2.3.2).

Whichever Laplace transform inversion technique is employed, it is important to note
that calculatings;, 1 < i < n and storing all the state holding time distribution trans-
form functions, sampled at these points, will be sufficient to provide a complete inver-
sion. Key to this is the fact that convolution and weighted sum operations do not re-
guire any adjustment to the array of domaipoints required. In the case of a convolu-

tion, for instance, ifL, (s) andLy(s) are stored in the formi(s;, L;(s;)) : 1 <i <n},
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for j = 1,2, then the convolutionZ; (s) L»(s), can be stored using the same size array

and using the same list of domairvalues {(s;, L1(s;)L2(s;)) : 1 <i <n}.

Storing the distribution functions in this way has three main advantages. Firstly, the
function has constant storage space, independent of the distribution type. Secondly,
each distribution has, therefore, the same constant storage requirement even after com-
position with other distributions. Finally, the function has sufficient information about

a distribution to determine the required passage time, and no more.

4.2 The Laplace Transform Method for SMPs

The Laplace transform-based method described in Chapter 3 for the extraction of pas-
sage times from Markov models can be extended to the analysis of semi-Markov mod-
els. Consider a finite, irreducible, continuous-time semi-Markov process\wvifates
{1,2,..., N}. Recalling thatZ(¢) denotes the state of the SMP at titg > 0) and

that V(¢) denotes the number of transitions which have occurred by tjrtiee first
passage time from a source stat timet into a non-empty set of target statgss

defined as:

P-(t) =inf{u>0: Z(t+u) € j,Nt+u) > N(t), Z(t) = i}

%)

For a stationary time-homogeneous smg.!(t) is independent of:

Pz=inf{u>0: Z(u) € j,N(u) > 0,Z(0) = i} (4.1)

P has an associated probability density functigf(t). In a similar way to Sec-

tion 3.1, the Laplace transform gf:(¢), L;;(s), can be computed by means of a first-
step analysis. That is, we consider moving from the source &tate the set of its
immediate successoksand must distinguish between those members which are

target states and those which are not. This calculation can be achieved by solving a set

of N linear equations of the form:

Liz(s) =Y ri(s)Liz(s) + > rip(s)  ifor1<i< N (4.2)
k¢j kej
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wherer}, (s) is the Laplace-Stieltjes transform (LST) &{:, k,¢) from Section 2.1.3
and is defined by:
() :/ e " dR(i, k,t) (4.3)
0
Eq. 4.2 has a matrix—vector forlAx = b, where the elements oA are general

functions of the complex variable For example, whep = {1}, Eq. 4.2 yields:

L —=riy(s) - —rin(s) Ly;(s) r1i(s)
0 1T—=r3(s) -+ —riy(s) Ly;(s) 751 ()
0 —ri(s) - —7rin(s) L35(3) =1 (s (4.4)
0 —rials) o 1—=1in(s) LNj(S) v (s)

When there are multiple source states, denoted by the vedtw Laplace transform

of the passage time density at steady-state is:

Liz(s) = > axLy(s) (4.5)

kei

where the weighty, is the probability of being in state € i at the starting instant of

the passage. If measuring the system from equilibrium thé&nha normalised steady-
state vector. That is, ifr denotes the steady-state vector of the embedded discrete-
time Markov chain (DTMC) with one-step transition probability matfix= [p;;, 1 <

i,7 < NJ, thenay is given by:

(4.6)
0 otherwise

{ T Sy kel
ap =

The row vector with components, is denoted byx.

4.3 lterative Passage Time Analysis

In this section, we present an iterative algorithm for generating passage time densities
that creates successively better approximations to the SMP passage time ggantity

of Eq. 4.1. We approximaté,- asPi(jf), for a sufficiently large value of, which is the



84 Chapter 4. Passage Times in Semi-Markov Models

time forr consecutive transitions to occur starting from stated ending in any of the
states inj. We calculateDi(Jf) by constructing and then inverting its Laplace transform
LY (s).

ij

This iterative method bears a loose resemblance to the uniformization technique de-
scribed in Section 3.3 which can be used to generate transient state distributions and
passage time densities for Markov chains. However, as we are working with semi-
Markov systems, there can be apniformizingof the general distributions in the SMP.

The general distribution information has to be maintained as precisely as possible
throughout the process, which we achieve using the representation technique described

in Section 4.1.

4.3.1 Technical Overview

Recall the semi-Markov process(t) of Section 2.1.3, wheré/(¢) is the number of
state transitions that have taken place by tim@/e formally define theth transition

first passage time to be:

Qg):inf{u>0:2(u) € 7,0 < N(u) <r Z(0) =i} 4.7)
which is the time taken to enter a statejifor the first time having started in statat
time 0 and having undergone upntatate transitions.

P is arandom variable with associated Laplace transfbjjﬁ(s). LZ(,]Z)(s) is, in turn,

J
thesth component of the vector:

L@@)z(ﬂ”@%L?@). U”@D

- (T -
J 1 2j TN
representing the passage time for terminating for each possible start state. This
vector may be computed as:

L) =U(1+ U + U 4.+ U V) e (4.8)
Fi J

whereU is a matrix with elements,,, = 7, (s) andU’ is a modified version obJ with

elementsy,, = 4,7 up,, Where states in have been made absorbing. Hete, = 1
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if p ¢ j and 0 otherwise. The initial multiplication wifti in Eq. 4.8 is included so as
to generate cycle times for cases sucmgé(s) which would otherwise register as O
=1

if U" were used instead. The column veatehas entrieg, > = 4,7, whered

kejr kej

if & is a target statelk(c j) and O otherwise.

From Eq. 4.1 and Eq. 4.7:

P-= Pi(;-OO) and thus Lﬁ(s) = L%”)(s)

(]
This can be generalised to multiple source statesing, for example, the normalised
steady-state vectar of Eq. 4.6:

LY(s) = aLl(s)

ij J

= (@U+aUU 4+ aUU? + -+ aUU " Ve
J

r—1
= > aUU"%e; (4.9)
k=0

The sum of Eq. 4.9 can be computed efficiently using sparse matrix—vector multipli-
cations with a vector accumulatqy, = >, _, aU’". At each step, the accumulator
(initialised asp, = aU) is updated agt, ., = aU + p,U’. The worst-case time
complexity for this sum i$)(N?r) versus the) (N?) of typical matrix inversion tech-
niques. In practice, we typically observe<< N for large N (see Section 4.3.3

below).

4.3.2 Example Passage Time Results

In this section, we display passage time densities produced by our iterative passage
time algorithm and validate these results by simulation. Readers are referred to Ap-
pendices A.4 and A.5 for full details of the Voting and Web-server models in which

these passage times are measured.

Fig. 4.1 shows numerical and simulated (using the combined results from 10 simula-
tions of 1 billion transition firings each) results for the time to complete failure (defined

as either all booths have failed or all central servers have failed) in an initially fully
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Fig. 4.1.Numerical and simulated (with 95% confidence intervals) density for the failure mode passage

in the Voting model system 2 ()81 states).
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Fig. 4.2. Cumulative distribution function and quantile for the failure mode passage in the Voting model

system 1% 081 states).
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Fig. 4.3.Numerical and simulated (with 95% confidence intervals) density for the time taken to process

45 reads and 22 writes in the Web-server model system71289 states).
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Fig. 4.4. Cumulative distribution function and quantile for the time taken to process 45 reads and 22

writes in the Web-server model system107 289 states).
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Fig. 4.5.Numerical and simulated (with 95% confidence intervals) density for the time taken to process

175 voters in the Voting model system 7 (1.1 million states).
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Fig. 4.6. Cumulative distribution function and quantile for the time taken to process 175 voters in the

Voting model system 7 (1.1 million states).
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operational Voting system. Itis produced for a small systefg{( states) as the prob-
abilities for the larger systems were so small that the simulator was not able to register
any meaningful distribution for the quantity without using rare-event techniques. As
we wanted to validate the passage time algorithm, we reduced the number of states
so that the simulator would register a density. Examining very-low-probability events
is an excellent example of where analytical techniques outperform simulations that

would take many hours or even days to complete.

Fig. 4.2 shows a cumulative distribution for the same passage as Fig. 4.1 (easily ob-
tained by invertingL;+(s)/s from cached values of;;(s)). It allows us to extract

response time quantiles, for instance:

IP(either all the booths or all the servers fail in system 1 in under 80 secend$)109

Fig. 4.3 shows the density of the time taken to process 45 reads and 22 writes in system
1 of the Web-server model {7 289 states). This corresponds to the movement of 45
tokens fromp, to pg and 22 tokens from, to py. The graph shows results computed

by both the iterative technique and the combined results from 10 simulations of 1
billion transition firings each. The close agreement provides mutual validation of the

analytical method, with its numerical approximation, and the simulation.

Fig. 4.4 shows the cumulative distribution for the same passage as Fig. 4.3. An exam-

ple response time quantile for this measure would be:

IP(all reads and all writes are processed in under 470 se¢end)54

Fig. 4.5 shows the density of the time taken for the passage of 175 voters frompplace

to p, in system 7 of the Voting model (140 050 states) starting from when all servers

are operational. The results presented are those computed by the iterative technique
and the combined results from 10 simulations of 1 billion transition firings each. As
with the previous example, the close agreement observed provides mutual validation

of the analytical method and the simulation.

Fig. 4.6 shows a cumulative distribution for the same passage as Fig. 4.5. We can

extract response time quantiles from it, for instance:

IP(system 5 processes 175 voters in under 425 se¢end955
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4.3.3 Practical Convergence of the Iterative Passage Time Algo-

rithm

In practice, convergence of the suhlﬁjﬁ)(s) = Z;;E oUU* can be said to have

occurred if, for a particular ands-point:

\Re(L%H)(s) - L%)(s))| <e and |Im(LZTV(s) — Lg?(sm <e  (4.10)

)

wheree is chosen to be a suitably small value, say 105, Empirical observations
on the convergence behaviour of this technique (i.e. the ordej afe presented

below.
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Fig. 4.7. Average number of iterations to converge pgint for two different values of over a range

of model sizes for the iterative passage time algorithm.

Fig. 4.7 shows the average number of iterations the algorithm takes to converge per
s-point for the Voting and Web-server models (see Appendices A.4 and A.5 for full
details) for two different values af (10-8 and10719). It is noted that the number of

iterations required for convergence as the model size grows is sub-linear; that is, as

the model size doubles the number of iterations less than doubles. This suggests the

algorithm has good scalability properties.
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Fig. 4.8. Average time to convergence pepoint for two different values of over a range of model

sizes for the iterative passage time algorithm.
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Fig. 4.9. Average number of iterations per unit time over a range of model sizes for the iterative passage

time algorithm.
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Fig. 4.8 shows the average amount of time to convergence-pemnt, while Fig. 4.9

shows how the number of iterations per unit time decreases as model size increases.
The curves are almost identical for both values,&guggesting that the time spent per
iteration remains constant, irrespective of the number of iterations performed. The rate
of computation (iterations per unit time)@s(l/(Nlog(N))) for system sizeV. This

gives a time per iteration aﬁ)(N log(N)), suggesting an overall practical complexity

of better thanO (N?log(N)) (given the better thaW(N) result for the number of

iterations required).

4.4 lterative Transient Analysis

Another important modelling result is the transient state distributjg() of a stochas-
tic process:

mi(t) =P(Z(t) = j | Z(0) =7

From Pyke’s seminal paper on SMPs [110], we have the following relationship be-
tween passage time densities and transient state distributions, in Laplace form:

11 -hj(s)

T (s) = ST=Lu(s) ifi =3, m;(s)=Ly(s)my;(s) ifis#y

wherer;(s) is the Laplace transform of;;(t) andh;(s) = >, ri,(s) is the LST of

the sojourn time distribution in staie For multiple target states, this becomes:

T(s) = Y wh(s)
kej
However, to construc:t%(s) directly using this translation is computationally expen-
sive: for a vector of target statgswe need|j| — 1 passage time quantities,y,(s),
which in turn require the solution Qﬂ linear systems of the form of Eq. 4.4. This
motivates our development of a new transient state distribution formula for multiple
target states in semi-Markov processes which requires the solution of only one system

of linear equations pes-value.

From Pyke’s formula for the transient state distribution between two states [110, Eq.
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(3.2)], we can derive:
N t
mii(t) = 8 Fa(t) + Z/ R(i,k,t — 1) 7 () dr
k=170

whered;; = 1if i = j and 0 otherwise, and;(¢) is the reliability function of the
sojourn time distribution in statg i.e. the probability that the system has not left state
i aftert time units. R(i, k,t — 7) is the probability that a transition from statéo an
adjacent staté occurs in timef — 7 andn;(7) is the probability of being in statg

having left staté: after a further timer.

Transforming this convolution into the Laplace domain and generalising to multiple

target states;, we obtain:
N

m5(s) = 0,7 Fi (8) + D rin(8)mis(s) (4.11)

k=1
Here,d,.; = 11if i € j and 0 otherwise. The Laplace transform of the reliability

function ', (s) is generated from(s) as:

Fi(s) = L 00)

S

EqQ. 4.11 can be written in matrix—vector form; for example, Wﬁen{l, 3}, we have:

L—7y(s)  —rias) - —7in(5) WT;(S) Fi(s)
—131(s)  1—=r5(s) o —rin(s) 77;;(3) 0
—731(s) —Ti(s) o —rin(s) 77;;(5) - F;(S)
—1ha(8)  —TRa(s) o 1T=rRn(s) W};(S) 0

(4.12)

Again for multiple source states with initial distributi@n, the Laplace transform of

the transient function is:
ﬂ%(s) = Z akﬂ,’;j(s)
kei

4.4.1 Technical Overview

Our iterative transient state distribution generation technique builds on the passage

time computation technique of Section 4.3. We aim to calcutaie), that is the
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probability of being in any of the states gfat time¢ having started in state at
timet = 0. We approximate this transient state distribution by constructing and then
inverting wi(]i)(s), which is therth iterative approximation to the Laplace transform of

the transient state distribution function, for a sufficiently large value of

We note that Eq. 4.12 can be written as:

(I-10) 71';(3) =v (4.13)
where matrixU has elements,, = 77 (s) and column vectox has elements; =
51'@‘?:(3)- The vectorr;(s) has elements;+(s):

OB CFOR SO RNENTO)
Eq. 4.13 can be rewritten (see [30] for the proof tHat U) is invertible) as:
m=(s) = I-U)'v
= <I+U+U2+U3+--->v

This infinite summation may be approximated as:

J

Tl‘*-(s)ﬁﬂ'gf)(s): (I+U+U2+---+U’“>v

for a suitable value of such that the approximation is good. See Section 4.4.3 below

for observations regarding typical valuesrof

Note that instead of using an absorbing transition matrix as in the passage time scheme,
the transient method makes use of the unmodified transition n¥dtriXhis reflects
the fact that the transient state distribution accumulates probability from all passages

through the system and not just the first one.

Finally, as before, the technique can be generalised to multiple start states by employ-

ing an initial row vectolx, whereq; is the probability of being in stateat time0:
r(s) = a(I+ U+ U2+ 4+ UT)

Having calculatedrg)(s) in this manner, the same numerical inversion techniques

which are used in passage time analysis can be employed to conyﬂwle
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Y

Fig. 4.10.A simple two-state semi-Markov process.
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Fig. 4.11.Example iterations towards a transient state distribution in a system with successive exponen-

tial and deterministic transitions.
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Fig.4.12. Example iterations towards a transient state distribution in a system with successive deter-

ministic and exponential transitions.

12 T

0.8 -

04

Probability

-0.2 -

T
Transient solution

N

\ /
\ /)
\ /|

\ //\\ J \

-0.4 .

Fig. 4.13. Where numerical inversion performs badly: transient state distribution in a system with two
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Fig. 4.14. The effect of adding randomness: transient state distribution of the two deterministic transi-

tions system with a initial exponential transition added.
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Fig. 4.15. Transient and steady-state values in system 1, for the transit of 5 voters from the initial

marking to place.
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4.4.2 Example Transient Results

We demonstrate our iterative transient technique on two models: the small two-state

example shown in Fig. 4.10 and the Voting model described in Appendix A.4.

For the two-state example, Fig. 4.11 shows a transient state distribitign, that is
the probability of being in state 0, having started in state O, at tifiée distributions

of the transitions ar& ~ exp(2) andY ~ det(2). The discontinuities in the deriva-
tive from the deterministic transition can clearly be made out at poiat2, 4 and in
fact also exist at = 6, 8, 10, . . .. Also shown on the graph are up to 8 iterations of the

algorithm which exhibit increasing accuracy in approximating the transient curve.

Fig. 4.12 shows the transient state distributign(¢) for the two state system with

X ~ det(3) andY ~ exp(0.5). The graph clearly shows the system remaining in
state O for the initial 3 time units, as dictated by the out-going deterministic transition.
The perturbations in the graph observed around 3 are generated by numerical
instabilities (Gibb’s Phenomena) in the Laplace inversion algorithm [3]. Also shown
on the graph are 4 iterations of the algorithm which exhibit increasing accuracy in

approximating the transient curve, as before.

We also use the two state system of Fig. 4.10 to highlight when numerical Laplace
transform inversion does not perform well and how such problems can be avoided.
Fig. 4.13 shows the transient probability of being in state 0 having started in state 0
when bothX andY aredet(2) transitions. We would expect to see the probability
equallinglfor0 <t < 2,4 <t<6andsoforthandO& <t < 4,6 <t <8

and so on, but the numerically computed result becomes increasingly unstale as
creases. This is because discontinuitieg(it) and its derivatives result in instabilities

in the numerical inversion. Even the Euler algorithm (which was used to produce these
results) performs badly when inverting entirely deterministic probability distributions.
This example, with two such transitions and no source of randomness, is the worst

case we could expect to deal with.

The presence of a small amount of randomness is, however, enough to remove this in-

stability. We modify the two state system by adding a new state with a singl®.5)
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transition into state O and calculate the transient probability of being in state 0 having
started in the newly added predecessor state. There is no transition from state O back
to the new state, so therp(0.5) transition fires only once. The resulting transient
state distribution is shown in Fig. 4.14. Note that the numerical instability has disap-
peared. This demonstrates that only a small amount of randomness in the model can

be sufficient for numerical inversion to be applied successfully.

For the Voting model, Fig. 4.15 shows the transient state distribution for the transit of
five voters from place; to p, in system 1. As expected, the distribution tends towards

its steady-state value as— cc.

4.4.3 Practical Convergence of the Iterative Transient Algorithm

As in the iterative passage time algorithm, convergence of thETéZ,]Um) is said to

have occurred if, for a particularands-point:

Re(x™(s) —n(s) < e and  [Im(xi"(s) =7l (s))| <2 (4.14)

ij

wheree is chosen to be a suitably small value such @s'®.

Fig. 4.16 shows the average number of iterations the algorithm takes to converge per
s-point for the Voting model for two different values ef (10~% and 1071¢). It is

interesting to note that, in contrast to the iterative passage time algorithm, the number
of iterations until convergence is achieved appears to remain constant as the number

of states increases.

Fig. 4.17 shows the average amount of time to convergencepant, while Fig. 4.18

shows how the number of iterations per unit time decreases as model size increases. As
with the iterative passage time algorithm, we observe an overall practical complexity
of better tharO (N2 log(N)).
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Fig. 4.16.Average number of iterations to converge p@oint for two different values of over a range

of model sizes for the iterative transient algorithm.
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Fig.4.17. Average time to convergence pepoint for two different values of over a range of model

sizes for the iterative transient algorithm.
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Fig.4.18. Average number of iterations per unit time over a range of model sizes for the iterative

transient algorithm.

4.5 Estimation of Passage Time Densities and Distribu-

tions From Their Moments

As well as calculating a full passage time density in a semi-Markov model using the it-

erative algorithm, it is also possible to approximate it from its moments. The technique
described in this section is an extension of the procedure described for calculating
moments in Markov systems in Section 3.6. Once the first four moments have been
calculated in the manner described below, the corresponding density or distribution

function can be approximated using the technique described in Section 3.6.3.

As in Chapter 3, we define thegh raw moment of the Laplace transform of the passage
time densityL;+(s) as:

L dLgls)

My(n) = (—1)" — 1

i
s=0

That is to say, thesith moment is calculated by differentiating;(s) n times and
evaluating ats = 0. As we are dealing with semi-Markov processes, we must also

deal with generally-distributed state sojourn times. We therefore define the quantity
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m,(n) for an SMP as [70]:

mi(n) = (=1)"

45.1 Moment Calculation

The general formula for calculating théh moment of passage time for a semi-Markov

model is stated without proof in [70]:

=D Z ( >mk YMjz(n — 1) + Z mi,(n) (4.15)

k¢ r=0

fori ¢ jandM;z(n) = 0for i € j. Also, M(0) = 1 andpy, = r7,(0) = m(0). We

will prove that this general formula holds by induction.

For a semi-Markov model, we calculate the Laplace transform of the density of the
passage time between statemnd stateg by solving a system of linear equations of

the form:

(5) =D () Lys(s) + > rh(s)  iforl<i< N (4.16)

k] kej
wherer}, is as defined in Eqg. 4.3. We will now show that differentiating Eq. 416
times gives:

n

L (s =" (Z) WL () 4+ > (4.17)

kgj =0 kej

for any integer value of.

Base caseDifferentiating Eq. 4.16 once requires the use of the product rule, and this

yields:

Lis) =) (r;‘k(sﬂ;j( ) + rik(s) ) +2_Th

k%; keg

which is Eq. 4.17 fon = 1.
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Inductive step Given that Eq. 4.17 holds, we must show that differentiating it once

gives Eq. 4.17 for thén + 1)th differential. Applying the product rule we have:

n+1)’ - n *(r+1)’ n—r)’ (1)’ n—r+1)’
L) = 5 (1) (e e i e )

+ 3 s) (4.18)

The first summation over ¢ j requires special attention. Expanding it yields:

Tz:; <Z) (T;‘]ir-&-l)/(s)[/g}—r)'(s) " T;ﬁk(r)'(8>L§€’r}—r+1)’(8)>
(’5) (i ()2 (5) + 7 (5) L5 (5))

+ (T) (T:k(z)'(S)Ll(;]j—l)’(s) 40 () L,(g,)’(s)) L

() (o o o o)

n—1

Collecting like-terms on the right-hand side gives:
- n *(r+1) n—r)’ *(r)’ n—r+1)
> ( ) (Y Ll () 4 (LY (s)) =

(5) (i @) + ((3) + (T)) (5 (L ()

r=0
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this can be rewritten as:

n+1
(n 1) gy — N1\ @y (g (nrt) w1y
Lz’f (s) = Z Z ( r )Tz‘k (S)ij (s) + Z Tik (s)

kej

as required.

We have therefore proved that Eq. 4.17 holds for all integer values>ofi. Evaluat-

ing Eq. 4.17 at = 0 now yields Eq. 4.15 as required.

4.5.2 Example Results

A simple SM-SPN model is shown in Fig. 4.19. We demonstrate the estimation of
a passage time in an SMP from its moments on the passage of 20 tokeng, ftom

po In this model. The result produced by the iterative technique of Section 4.3 and
an approximation produced by applying the GLD method described in Section 3.6.3
to moments calculated using the method of Section 4.5.1 can be seen in Fig. 4.20.
We notice good agreement between the exact result and the approximation. The corre-
sponding cumulative distribution function (in the case of the GLD method produced by
numerical integration of the probability density function but computed directly for the

exact passage times) can also be seen in Fig. 4.21. Again, the agreement is excellent.
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(t1, 1.0, 1, exp(5.7,s))
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Fig. 4.19.A simple four-state semi-Markov model (SMFour).
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Fig. 4.20. The SMFour model passage time density function produced by the GLD method compared

with the exact result.
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Fig. 4.21.The SMFour model cumulative distribution function produced by the GLD method compared

with the exact result.



Chapter 5

Technigues for Analysing Large

Models

When performing passage time analysis, the biggest constraint on the size of model
which can be analysed is typically the amount of main memory available on the ma-
chine in use. For very large models with state spaces of the order aftates and
greater, it is not possible to store the corresponding sparse transition matrix and solu-

tion vector in main memory on a single computer as they are too large.

Historically, there have been a number of ways of surmounting this problem, especially

in the context of the steady-state solution of large Markov chains:

e Disk-based or out-of-core techniques [46, 89, 93] store the transition matrix and
solution vector on disk. The steady-state solution is performed using iterative
methods such as Gauss-Seidel, which accesses the elements of the matrix and
vector in a sequential fashion. The algorithm proceeds by reading a block of
the matrix and a portion of the vector from disk into memory, performing the
calculations on this data and then writing the resulting updated portion of the

solution vector back to disk. This continues until the algorithm has converged.

The constraints on the size of models which can be analysed are therefore the
disk space available to store them and the amount of time the user is prepared

to wait for the solution to be calculated on a single processor. It is usually the
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case that disk capacity greatly exceeds memory capacity on modern computers
(at the time of writing, most desktop PCs have 512MB of RAM and hard-disks
larger than 80GB). However, a significant overhead in disk-based schemes is
the time taken to read data from and write it to the disk, which takes far longer
than performing the same operations to and from memory. The use of multiple
threads or processes to perform computation and I/O concurrently mitigates this

somewhat, but high CPU utilisations are rarely achieved.

Implicit state-space representation techniques [38, 47, 74, 94] seek to reduce the
amount of memory required to store the sparse transition matrix by encoding
it using symbolic data structures such as Multi-Terminal Binary Decision Dia-
grams (MTBDDs) [62]. Such symbolic representations can sometimes be stored
using less memory than an explicit sparse matrix representation of the same ma-
trix (e.g. one which uses compressed sparse row (CSR) format, see [117] p.
153 for details), especially if the matrix has a regular non-zero structure. This
permits the analysis of very large models on relatively modest machines: for ex-
ample, in [45] a system with 110 million states is represented using only 13.7MB
of memory, while in [37] a CTMC with 1261 376 states requires just 176.1KB

of storage using MTBDDs compared witt376MB for an explicit scheme.

However, implicit representation techniques suffer from a number of drawbacks.
In particular, operations using an MTBDD representation of a matrix or a vec-
tor (such as sparse matrix—vector multiplication) are much slower than the same
operations performed using an explicit representation. For example, in the FMS
case study available on the PRISM website (see [94]), fos §26 state example

each iteration of the Jacobi solution method takes 6.45 seconds when using an
MTBDD representation and only 0.0024 seconds when using an explicit sparse
matrix and vector storage scheme. The difference is observed because of the
overheads imposed in the manipulation and maintenance of the implicit repre-

sentations of the matrix and the vector.

When using iterative techniques such as Jacobi, Gauss-Seidel or SOR, the values

in the iteration vector are updated after each step, which requires the recomputa-
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tion of its MTBDD representation. Also, to be efficient MTBDDs require there

to be only a few distinct elements within the vector — but this is typically not
the case in practice. This imposes an even greater performance overhead which
can be avoided by storing the vectors explicitly; but this limits the size of model

which can be analysed.

e Parallel and distributed techniques [16, 32, 88] harness the combined memory
capacity and computing power of a network of workstations or a dedicated par-
allel computer to analyse very large models. As the transition matrix is too large
to be held within the memory of a single machine, this approach partitions the
matrix across a number of processors so that each holds a portion small enough
to fit into memory. Calculation of steady-state probabilities and passage time
measures in this way requires communication between the processors involved
and it is important, therefore, that the partitioning be done in such a way that

this communication does not become too large an overhead.

e State-space reduction techniques aim to reduce the size of a model’s state-space
so that it can be analysed using less memory. This is typically achieved by
aggregating states in the underlying stochastic process together and hence re-
ducing the dimensions of the transition matrix. They either operate at the level
of the underlying state-transition system directly or they can attempt to aggre-
gate elements in the high-level model (for example, in Petri nets the places and

transitions [58]) to reduce the size of the underlying state-space.

It is the two final methods that we consider in more detail in the remainder of this
chapter. A number of sparse matrix partitioning strategies are considered, but we
favour hypergraph partitioning as it minimises communication whilst maintaining a
good balance of computational load. We undertake a comparison between hyper-
graph partitioning and a simpler technique which only balances computational load
and demonstrate that the additional overhead imposed by calculating the hypergraph
partition is compensated for by the reduced time taken to perform the matrix—vector

multiplications.



110 Chapter 5. Techniques for Analysing Large Models

This chapter also describes a state-level algorithm which can be applied to semi-
Markov models to reduce the dimensions of their state-spaces. We present a practical
investigation into the computational aspects of this method, before concluding with a

discussion of the suitability of this algorithm for parallel implementation.

5.1 Sparse Matrix Partitioning Strategies

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

1| X X

2 X X X X

3| X X X X
4 X X
5 X X

6 X X

7| X X X

8 X X X X

9 X X

,_.
S
X
X
X

11 X X X

12 X X X X

13 X X

14 X X X

15[ X X X X

16( X X X X

Fig.5.1.A 16 x 16 non-symmetric sparse mati [50].

The key opportunity for parallelism in the iterative passage time and transient analysis
algorithms presented in Chapter 4, and also in the uniformization computations in
Chapter 3, is the sparse matrix—vector multiplications of the general foxm We

will illustrate the discussion of partitioning schemes which follows with reference to

the 16x 16 non-symmetric sparse matiillustrated in Fig. 5.1.

To perform sparse matrix—vector multiplications efficiently in parallel it is necessary
to map the non-zero elements Af andx onto processors such that the computa-

tional load is balanced and communication between processors is minimised. As each
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Fig.5.2. The 4-way row-striped partition of the matri in Fig. 5.1 and the corresponding partition of

the vectorx.
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Fig.5.3. The 4-way 2D checkerboard partition of the matAxin Fig. 5.1 (with random asymmetric

row and column permutation) and the corresponding partition of the vector
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processor holds only a portion of the vector which may not contain all the elements
that must be multiplied with the locally-stored non-zero matrix elements, this requires
processors to communicate newly-computed vector elements to other processors after
each iteration. The simplest partitioning strategy is to assign blocks of contiguous rows
to the processors such that each processor stores the same number of non-fiefos — a
ear or row-stripedpartition. Forp processors and matrix rows, the first processor is
assigned rowg1,2, ..., plmax}, the second is assignd@glmax + 1,...,p2max}

and so on. This partition has the advantage of being very easy to compute and also of
achieving good load balance, the drawback being that it does not minimise communi-

cation.

The effect of applying a row-striped partition to matx of Fig. 5.1 is shown in

Fig. 5.2. Note how the number of rows assigned to the processors is not necessarily
the same P2 has 5 rows, whileP4 has 3) but that the number of non-zeros is nearly

the same P1 and P3 both have 123 has 13 andP4 has 11). It was not possible

to assign the same number of non-zeros to every processor in this case because of the
structure of the matrix. The number of off-diagonal non-zeros in this decompaosition

Is 27.

Another option proposed in [108] is to permute the rows and columns of the matrix
randomly and then perform a 2D checkerboard partitioning [92]. This approach is in-
spired by the fact that 2D checkerboard partitioning yields significantly higher efficien-
cies than row-striped partitioning when applied to dense matrices. Foxansparse
matrix partitioned ovep processors, this scheme achieves excellent load balance and
an asymptotic worst-case communication overhead, per iteratiod,/pf,/p — 1)
messages of length/,/p, giving a total communication volume @f.(,/p — 1). The
alternative 2D checkerboard algorithm presented in [73] has communication require-
ments of2p(,/p — 1) messages of length/p, yielding the same total communication
volume. The corresponding worst-case communication overhead for a random row-
striped partitioning i®(p — 1) messages of length/p, giving a total communication

volume ofn(p — 1).

Fig. 5.3 shows the effect of asymmetrically permuting the rows and columns of ma-
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trix A (cf. Fig. 5.1) randomly and applying a 2D checkerboard partition. Note how
the structure ofA has been destroyed but that good balance of non-zeros has been
achieved (12 each for processéts and P2, 14 for P3 and 10 forP4). Besides incur-

ring a relatively high per-iteration communication cost, the asymmetric row and col-
umn permutations increase the number of operations performed during matrix—vector
multiplication. This is because it becomes necessary to reorder vector elements at the

end of every iteration.

The disadvantage of all of the above approaches is that they are not scalable because
their communication volume excee@$n) while, in the context of Markov modelling,

the computational cost is usually(n). This is because, typically, the number of non-

zero elements in each row of the matrix (corresponding to the number of transitions

out of a state) does not increase significantly with

An alternative approach is to apply graph-based partitioning techniques to a row-
or column-striped decomposition in order to minimise interprocessor communication
whilst maintaining a uniform balance of non-zero elements. In the following, we con-

sider traditional graph-based and recent hypergraph techniques.

5.1.1 Graph Partitioning

In a row-striped decomposition, thex n sparse matriA can be represented as an
undirected graply = (V, £) where each row (1 < i < n) in the matrix corresponds
to vertexv; € V in the graph. The corresponding weight of vertexw; is the total
number of non-zeros in row For the edge-set, edgee;; connects vertices; andv;
with weightw;; = 1 if either one ofa;; > 0 or a;; > 0, and with weightw;; = 2 if
botha,; > 0 anda;; > 0 [35].

The task of allocating the rows of matrix A to p processors is well known to be
equivalent to g-way partitioning of the corresponding graph [82]. The quality of
such a decomposition is judged with respect to two metrics: edge cut and balance. An
edge iscutif the vertices which it connects are assigned to two different processors — so

that the total number of edges cut is an approximation for the amount of interprocessor
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x

Fig.5.4. The 4-way graph partition of the matriX in Fig. 5.1 and the corresponding partition of the

vectorx [50].

communication. A decomposition is said to lb@ancedif the sum of the weights of
the vertices in each partition does not differ from the average of these weight sums
by more than a specified amount. An optimal decomposition is one which minimises

edge cut while satisfying the balance constraint.

The problem of finding the optimal decomposition for a given graph is NP-complete.
However, there exist a number of tools which implement heuristic algorithms to cal-
culate good sub-optimal decompositions, for example Chaco [72] and MeTiS [80, 82].
A parallel implementation of MeTiS called ParMeTiS [79, 83, 84] is also available.
ParMeTiS is particularly attractive for very large matrices as an arbitrary number of
processors may be used to calculate iheay partition, and per-processor memaory

use is inversely proportional to the number of processors.

Consider the problem of producing a 4-way row-wise decomposition of the matrix
shown in Fig. 5.1. The matrix in Fig. 5.4 shows the matrix and vector corresponding
to a partition produced by the graph partitioning tool Chaco. Note how the effect

of the decomposition has been to minimise the number of non-zeros that occur in off-
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diagonal blocks (just 14 off-diagonal elements as opposed to 27 in the original matrix).
However, while the edge cut is 14, the number of vector elements that must be sent
between processors (i.e. the real communication cost) is just 10. This is because off-
diagonal non-zeros which are in the same column and on the same processor are all
multiplied by the same remote vector element, a factor which is not accounted for by

graph-based partitioning strategies.

5.1.2 Hypergraph Partitioning

Fig.5.5. A graph (left) and a hypergraph (right) [121].

Hypergraph partitioning is an extension of graph partitioning. Its primary application
has been in VLSI circuit design where the objective is to cluster pins of devices such

that interconnect is minimised.

Formally, a hypergrapt{ = (V, \) is defined by a set of verticeld and a set of
nets (or hyperedgesY, where each net is a subset of the vertex15¢t7, 18]. As
illustrated in Fig. 5.5, a hypergraph is therefore a generalised graph data structure in

which edges can connect arbitrary non-empty subsets of vertices.

In the context of a row-wise decomposition of a sparse matrix as described in [35], ma-
trix row ¢ (1 < i < n)is represented by a vertex € V while columnj (1 < j < n)

is represented by ne¥; € N. The vertices contained within néf; correspond to

the row numbers of the non-zero elements within colymne. v; € N; if and only

if a;; # 0. Weights are assigned to vertices in the same manner as to the vertices of

a graph i.e. the weight of vertexis given by the number of non-zero elements in
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Fig. 5.6. The 4-way hypergraph partition of the matein Fig. 5.1 and the corresponding partition of
the vectorx [50].

row i. The weight of all nets is one, with a net’'s contribution to the hyperedge cut
being defined as one less than the number of different partitions (in the row-wise de-
composition) spanned by that net. The overall objective of a hypergraph sparse matrix
partitioning is to minimise the hyperedge cut while maintaining a balance criterion.
This corresponds to minimising the total communication volume whilst maintaining
computational load balance when performing sparse matrix—vector multiplication in
parallel. In this context, we apply a hypergraph partition to the corresponding matrix
by symmetrically permuting the rows and columns of the matrix such that all rows

corresponding to vertices in a partition are assigned to one processor.

The matrix in Fig. 5.6 shows the result of applying hypergraph partitioning to matrix
A of Fig. 5.1. Although the number of off-diagonal non-zeros has increased from 14
to 18 compared with the graph decomposition, the number of vector elements which
must be transmitted between processors (the communication cost) has dropped from
10to 6. This is because hypergraph partitioning algorithms not only aim to concentrate

the non-zeros on the diagonals but also strive to line up the off-diagonal non-zeros in
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columns. The edge cut of the decomposition is also 6, and so the hyperedge cut exactly
guantifies the communication cost, unlike the edge cut in graph partitioning. This is a

general property and one of the key advantages of using hypergraphs.

Like graph partitioning, hypergraph partitioning is NP-complete. However, there exist
a small number of hypergraph partitioning tools which implement fast heuristic algo-
rithms, for example PaToH [35, 36] and hMeTiS [81, 83]. These are all written to run
on a single processor so their capacity is limited to models with a few million states.
A current area of research is the development of a scalable parallel hypergraph par-
titioner — for promising preliminary work in this area see [121, 122, 123]. We note
that, for very large models, a parallel graph partitioner still yields a great reduction in

communication costs over other methods.

5.1.3 Evaluation

Hypergraph | PC time| Viking time | Row-striped | PC time| Viking time
p || partitioning (s)| (S) (s) partitioning (s)| (s) (s)
1 N/A | 2528.3 3993.7 N/A | 2528.3 3993.7
2 2.54| 13323 2358.3 0.47| 1495.3 2374.6
4 4.56 780.0 1285.5 0.44 972.0 1239.1
8 6.57 430.8 683.7 0.44 698.1 657.6
16 8.77 323.4 352.8 0.44 553.2 384.5
32 10.95 313.8 190.7 0.45 544.5 219.7

Table 5.1. Run-times for hypergraph partitioned and row-striped parallel sparse matrix—vector multi-
plication for the analysis of 16&points in the249 760 state Voting model using the iterative algorithm

of Chapter 4.

Partitioning a sparse matrix for parallel sparse matrix—vector multiplication using hy-
pergraph partitioning aims to reduce the amount of data which must be exchanged at
each step. A key consideration, however, is how much time is saved by doing this —

in particular, is it quicker simply to perform a row-striped partitioning and then do the
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Hypergraph | PC time| AP time || Row-striped | PC time| AP time

p || partitioning (s)| (S) (s) partitioning (s)|  (S) (s)

1 N/A 325.0) 1243.3 N/A 325.0) 1243.3

2 66.96 258.7 630.5 6.07 635.3 817.4

4 197.12| 197.1 328.2 5.61 569.4 484.9

8 266.39| 143.0 182.3 5.65 388.3 283.0

16 323.29| 1146 99.7 5.92 362.9 163.0

Table 5.2. Run-times for hypergraph partitioned and row-striped parallel sparse matrix—vector multi-

plication for thel 639 440 state FMS model using uniformization (512 multiplications).

Table 5.3. Speedup figures for hypergraph partitioned and row-striped matrix—vector multiplication for

Hypergraph Row-striped
p | PC speedup Viking speedup| PC speedup Viking speedup
1 1.00 1.00 1.00 1.00
2 1.90 1.69 1.69 1.68
4 3.24 3.11 2.60 3.22
8 6.00 5.84 3.62 6.07
16 7.82 11.32 4.57 10.39
32 8.06 20.94 4.64 18.18

the analysis of 165-points in the249 760 state Voting model.

Table 5.4. Speedup figures for hypergraph partitioned and row-striped matrix—vector multiplication for

Hypergraph Row-striped
p || PC speedup AP speedup| PC speedup AP speedup
1 1.00 1.00 1.00 1.00
2 1.26 1.97 0.51 1.52
4 1.65 3.79 0.57 2.56
8 2.27 6.82 0.84 4.39
16 2.84 12.47 0.90 7.63

the analysis of the 639 440 state FMS model using uniformization.
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multiplications at higher cost than it is to calculate a hypergraph partition and then use

it in the multiplications?

Table 5.1 compares the partitioning time and multiplication time for hypergraph parti-
tioned and row-striped matrix—vector multiplication on two different architectures for
the analysis of 165-points derived from the Voting model withi9 760 states (see
Appendix A.4) using the iterative algorithm of Chapter 4. The PC cluster is a network
of workstations, consisting of 32 Intel Pentium 4 2.0GHz PCs each with 512MB RAM
linked together by a 100Mbps (megabits per second) switched Ethernet network. The
Viking is a Beowulf Linux cluster with 64 dual-processor nodes, where each node has
two Intel Xeon 2.0GHz processors and 2GB of RAM. The nodes are connected by a
Myrinet network with a peak throughput of 2Gbps. The partitioning was performed
on an Intel Pentium 4 2.6GHz machine with 1GB of RAM. In the case of hypergraph

partitioning, the PaToH partitioner was used with the following partitioning options:

OCM RA=10 MT=12 WI=1 FI=0.05

That is, the hypergraph is derived from a sparse matrix and should be partitioned
using the Boundary FM refinement algorithm [57] with Krishnamurthy’s multilevel
gain [91], the Absorption Clustering Using Pins coarsening algorithm [36] and a per-

mitted imbalance between final partitions of 5%.

On the PC cluster, we observe that the time taken to perform hypergraph partitioning
and then do the matrix—vector multiplications is lower than the time taken to com-
pute a row-striped partition and then carry out the matrix—vector multiplications for all
numbers of processors. As can be seen in Fig. 5.7, the hypergraph-partitioned multi-

plication scales better than row-partitioned multiplication on this architecture.

On the Viking (where the network is faster) there is much less difference between the
speeds of hypergraph partitioned and row-striped multiplication and both methods ex-
hibit similar scalability (although the hypergraph partitioned multiplication does still
scale slightly better; see Fig. 5.7). As mentioned in Section 5.1.2, a current area of
research is the development of a scalable parallel hypergraph partitioner and so we can

expect the overhead of calculating the partition to reduce. At present, the time to cal-
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culate the row-striped partition is much lower than the time to calculate the hypergraph

partition.

Table 5.2 compares the partitioning time and multiplication time for hypergraph par-
titioned and row-striped matrix—vector multiplication on a second network of work-
stations and the Fujitsu AP3000 parallel computer for the analysis of the FMS model
with 1 639 440 states (generated with model paraméter 7; see Appendix A.2) using
uniformization. The PC cluster is a vanilla network of workstations, consisting of 32
Athlon 1.4GHz PCs each with 512MB RAM linked together by a 100Mbps switched
Ethernet network. The AP3000 is based on a grid of 60 processing nodes, each of
which has a UltraSPARC 300MHz processor and 256MB RAM. These nodes are in-
terconnected by a 2D wraparound mesh network that uses wormhole routing and that

has a peak throughput of 520Mbps.

As with the results from the Voting model, we observe that on both architectures the
run-time for hypergraph-partitioned matrix—vector multiplication is lower than that
of linear row-striped multiplication for all numbers of processors. In Fig. 5.8 it is
observed that hypergraph-partitioned multiplication scales far better than linear row-
striped multiplication on the PC cluster. On the AP3000, where the network is faster

and the processors slower, the difference is also substantial.

Note, however, that for large numbers of processors (typically, 8 or more) the time
to perform the multiplication and the partitioning is higher for the hypergraph scheme
than the row-striped scheme. As for the results from the Voting model presented above,
it is also the case that we expect the overhead of hypergraph partitioning to fall as new

parallel and distributed techniques are developed.

5.2 State-level Aggregation for Semi-Markov Processes

Rather than developing techniques to store and multiply very large sparse matrices
across a number of parallel processors, an alternative approach is to reduce the size
of the state-space (and hence the dimensions of the corresponding transition matrices)

of the model. This has the effect of reducing the time and space requirements of
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Fig. 5.9.Reducing a complete 4 state graph to a complete 3 state graph.

the passage time analysis to be performed. This is achieved by aggregating states
of the model together in such a way that transition probabilities and passage time

distributions between unaggregated states are not lost, and therefore the results from
the aggregated model are the same as those from the larger, unaggregated model but

easier to compute.

We are interested in performing @&xactaggregation. Many techniques exist in the
Markovian domain for exact and approximate aggregation (for example, lumpabil-
ity [86], aggregation-disaggregation [34], aggregation of hierarchical models [31] and
GSPN-level aggregation [58]) but to date analogous work on semi-Markov aggrega-
tion algorithms has been very limited. We describe one approach, originally presented
in [21], in detail before moving on to consider the cost of performing this aggrega-
tion and the effect which it has on the transition matrices with which passage time

calculations are performed.
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5.2.1 Aggregation Algorithm

The aggregation algorithm of [21] is illustrated in Fig. 5.9. First, a state in the transition
graph is chosen to be aggregated. Next, all paths of length two centred on that state
are identified (stepi)) and aggregated into stochastically equivalent single transitions
(step(ii)). Newly-created transitions (shown dashed in Fig. 5.9) which duplicate the
route of existing transitions are combined with the existing transitions. Finally, cyclic

transitions are eliminated (stéfi)).

The result is to remove the chosen state and reduce the order of the transition matrix
by one. Repeated application of this algorithm will reduce the SMP to an arbitrary
size (> 2 states) whilst preserving the exact passage time distributions between all
pairs of remaining states. Such aggregation is not possible in a Markovian context as
aggregation operations of this type do not have a closed form in the Markov domain

(i.e. the convolution of two Markovian delays is not itself Markovian).

P1

P1P2

P2

X5 P

Fig. 5.10.Aggregating sequential transitions in an SMP.

There are three basic reduction steps for aggregating a single state of an SMP. These

deal with convolutions, branches and cycles respectively:

Sequential Reduction
In Fig. 5.10,Y = X; 4+ X5 is a convolution. In terms of the respective Laplace
transforms of the delay functions, this beconiggs) = Ly, (s)Lx,(s). The
probability of the path being selected (del&y followed by delayX5) is the
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P D2 P11+ Dp2

Fig.5.11.Aggregating branching transitions in an SMP.

Fig.5.12.The three-step removal of a cycle from an SMP.
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product of the probabilities of the two paths, giving an overall path probability

of p1ps.

Branch reduction
In Fig. 5.11, the overall selection probability for the aggregated path is the sum
of the probabilities of the branches, + p,. The aggregated distribution is
given by:

Y4 D2
= Lx, (s)+
P11+ D2 x(5) P11+ D2

so that for both aggregated and unaggregated forms the Laplace transform of

LY<S) LX2 (8)

the total sojourn-time distribution ig, Lx, (s) + p2Lx,(s). Note that the two

branches must have the same start and end state.

Cycle Reduction
When there is a state with at least one out-transition and a transition to itself, as
shown in Fig. 5.12, we can remove the cycle by making its stochastic effect part
of the out-going transitions. Consider a state transition system which is in the
first stage of Fig. 5.12, wittn—1) out-transitions and probability: of departure
along edgei. Each out-transition has an associated sojourn time distribution
function X;; the cycle probability i, with sojourn time distribution function
X,.

The first ste7) is to isolate the cycle and treat it separately from the branching
out-transitions. We do this by rewriting the system to include an instantaneous
delay and extra state immediately after the cyéley- det(0); the introduction

of an extra state is only to aid our visualisation of the problem and is not per-
formed in the actual aggregation algorithm. Clearly the instantaneous transition
will be selected with probabilityl — p,). We now have to renormalise the

probabilities on the branching state to became: p; /(1 — p,,).

In step(ii) of Fig. 5.12, we aggregate the delay of the cycle into the instanta-
neous transition creating a new transition with distributidn By treating the

system as a random geometric sum of the random varigp|eve can write:
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In stage(iii) of the process, th&’ delay can be sequentially convolved with the

X; sojourn time distributions to give us our final system.

In summary, we have reduced arout-transition state where one of the transi-

tions was a cycle to am — 1)-out-transition state with no cycle such that:

_ Di
1_pn

q;

and:
1 — DPn

G =171

LXI(Z)

Further details of the algorithms used to perform these steps are given in Appendix B.
The algorithm removes a single state and reduces the SMP to a normal form, which has
no same-state cycles, after each aggregation. If aggregating many states consecutively,
an optimisation is to perform this reduction of same-state cycles once only after the

last state has been aggregated, rather than after every state aggregation.

5.2.2 State-ordering Strategies

The order in which the states of a semi-Markov system are aggregated can have a
significant effect on the space and time demands of the algorithm. In our discussion
of various state-ordering strategies, we will focus on two key metrics by which the

practicality of these strategies can be judged:

1. the density of non-zero elements in the matrix, also known as the rfilitiix
ForanN x N sparse matrix withr non-zero elements, the density is given by

r/N2.

2. the computational cost of the aggregation process as given by the number se-

quential, branch and cycle reduction operations performed.

Intuitively, there is a tension between these two metrics. Strategies designed to reduce
fill-in should result in more computation as they tend to remove matrix rows with large

numbers of non-zeros and so create more transitions which must be combined with
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Fig.5.13.Complete aggregation of2081 state semi-Markov system to two states.

those that already exist. On the other hand, strategies designed to reduce computation
should tend to increase density faster as they strive to remove states with fewer paths
through them. This makes it less likely that the new transitions will coincide with

pre-existing ones but will add new non-zeros to the matrix.

Matrix density

Clearly, the density of non-zero elements in the matrix will increase and approach 1.0
as the states are removed and new non-zeros are created in the transition matrix. If a
system is aggregated so that only two states remain (with no same-state cycles) then
the density will initially approach 1.0 and then decay to 0.5 in the final stages. This
decrease in density occurs because the final transition matrix will only have non-zeros
in elementsl;5(s) and Ly (s) and zeros inly;(s) and Los(s). This can be observed

in Fig. 5.13, which shows the matrix density fo2 881 state semi-Markov process as

it is aggregated down to two states.
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Computation

In terms of computational cost, for a state withpredecessor states anduccessor
states, there arewn convolution operations and as manyras branching aggrega-
tions to perform. For av x N transition matrix with high density, this will give us
O(N?) operations to perform to aggregd®é V) states. For a sparse transition matrix
with low density,» andn may beO(1) rather thanO(N) and if the newly created
transitions do not coincide with existing transitions then this gives us a lower bound of

mn convolutions to perform.

As semi-Markov models are often generated from high-level formalisms such as Petri
nets and process algebras where the number of potential successors of a state is al-
most always limited, their initial matrices tend to be sparse. As aggregation proceeds,
however, these matrices will become increasingly dense, with the computational cost
consequences for the ultimate passage time solution that this entails. In order to gain
any benefit from aggregation, therefore, it may be necessary to curtail the process be-
fore the improvements to solution time gained from reducing the state space size are

outweighed by the cost of performing the aggregation.

5.2.3 State-selection Algorithms

Bearing in mind the transition matrix density and computational complexity issues
highlighted above in Section 5.2.2, we propose the following orderings of states for

aggregation. Given that a state hagpredecessor states anguccessor states:

Fewest-paths-first chooses the state with lowestn-value first. This is designed to
minimise computation, a®(mn) convolution and branching aggregations are

required to eliminate a state.

Most-successors-firstchooses the state with the highestalue first. This is de-
signed to reduce fill-in by targeting the rows of the transition matrix with the

largest number of non-zeros for aggregation.
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Most-paths-first chooses the state with highest:-value first. This is designed to

demonstrate the computationally worst-case scenario.

Random chooses an arbitrary state for aggregation, without consideration of
n. The selection is done uniformly across the entire state space, giving us a

yardstick with which to compare our other state-ordering strategies.

5.2.4 Comparing Aggregation Strategies

To demonstrate the aggregation technique we use the example semi-Markov model
of a Voting system (described in Appendix A.4). We generate four different sized
state-spaces from this exampt2081 and4 050 state models which are used to test
several different aggregation strategies, a66l540 and541 280 state models which

are aggregated using the algorithm identified as most efficient.

Fig. 5.14 shows the change in density of the transition matrix for fewest-paths-first,
most-successors-first, most-paths-first and random state-selection methods when ag-
gregating all but two states in tl2081 state model. Note that, as with all remaining
graphs in this section, the results are plotted with a logarithagis. It can be seen

that the fewest-paths-first method provides the lowest density for nearly 75% of the ag-
gregation process. The most-paths-first technique maintains a lower transition matrix

density for the last 25% of the process.

The most-successors-first strategy experiences a density explosion early on, reaching
70% fill-in relatively quickly, almost certainly because it generates a large number of
new non-zero elements at the start of the process. This is clearly demonstrated by its
density profile when compared to that of the random state-selection method for the
first half of the state-space. Once 35% of states have been aggregated, however, the

desired effect is achieved as the removal of dense rows starts to lower the fill-in.

Fig. 5.15 shows the cumulative number of convolution, branch elimination and cycle
elimination operations taken to aggregate all but two states iR thé state model.
The fewest-paths-first policy maintains a very low operations count for the first 70% of

the state space. The number of operations performed by the most-paths-first algorithm
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Fig.5.14. Transition matrix density for th@ 081 state model for four different state-selection algo-
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algorithms.
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Fig. 5.18.Computational complexity for systems with uphtl 280 states; fewest-paths-first algorithm

only.
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appears linear in the number of states aggregated. Ultimately, the most-paths-first
policy performs twice as many operations as the fewest-paths-first algorithm. The
most-successors-first policy is also seen to be computationally worse (that is, result in
a higher number of operations) than the random policy. For this reason it will not be

considered further for the aggregation of larger state spaces.

5.2.5 Comparing Models of Different Size

In Fig. 5.16, we compare density profiles over two different sizes of madai(

and4 050 states) for two different aggregation strategies: fewest- and most-paths-first
algorithms. For a valid comparison to be made, we plot the density against percentage
of state space aggregated. The results show that, after about 75% of states have been
aggregated, the transition matrix density is lower for the larger model, right up until

complete matrix fill-in is achieved.

The computational cost for different model sizes is shown in Fig. 5.17 for fewest-

and most-paths-first aggregation techniques. For both techniques there is a small in-
crease in the cost when aggregating larger models; but this is dwarfed by the orders-
of-magnitude increase that can be seen when using the most-paths-first algorithm over

the fewest-paths algorithm.

In Fig. 5.18 and Fig. 5.19 we consider only the fewest-paths-first algorithm, as, of
all the techniques, it seems to be the one which keeps the computational cost under
control the longest whilst simultaneously maintaining matrix sparsity. In addition to
the two previous cases, we provide results from the aggregation of SMP$0&40

andb41 280 states.

Fig. 5.18 shows the number of operations for all four state spaces. Our previous results
suggest that our first concern should be over the amount of computation to be done —
whilst matrix sparsity remains at acceptable levels when a large proportion of the state
space has been aggregated, the number of operations extéegieen when small

state spaces are aggregated completely. For larger models, therefore, the process is

truncated after about 75% of the state space has been aggregated, avoiding the com-
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putational explosion. Some success with this truncation can be observed as it limits
the required number of aggregation operations for h6&H40 and541 280 state sys-
tems to belowl0? (this is of the same order as the number of operations required to

aggregate the 050 state model completely using the most-paths-first method).

Finally, Fig. 5.19 shows the effect on matrix density for models with up4tb280

states, stopping when 75% of the state space has been aggregated. Again the density
of the larger model remains smaller for longer and even forltiteb40 state model

only reaches 0.01. Sparse-matrix solution techniques will still function well at such

densities, and will benefit greatly from the reduction in the dimensions of the matrix.

5.2.6 Parallel Aggregation

One possible drawback of the aggregation algorithm above is the amount of computa-
tional effort required to aggregate the majority of the state-space of a large model. It
could be the case that the time taken to perform the aggregation and then analyse the
aggregated model is greater than the time required to analyse the original unaggregated
model. This stems from the fact that an exact aggregation which considers only one
state at a time is performed. In order to reduce the amount of time taken, therefore, it

IS necessary to investigate parallel approaches to aggregation.

The general scheme would be to take the very large state-space, partition it across
a number of processors and have each processor perform aggregation of the portion
which they have been allocated before recombining the aggregated pieces of the state-
space and proceeding with the passage time analysis on a single machine. In this case,
the fact that the algorithm only works on a single state at a time becomes a major bene-
fit as it means that different processors can work on different portions of the state-space
without affecting each other. This is because the aggregation of a single state affects
only the immediate predecessors and successors of the chosen state. States whose im-
mediate predecessors or successors belong to other processors may be excluded from
aggregation, however, as this would require the communication of a large amount of

information between processors. In order to be able to aggregate any significant num-
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ber of states, we must minimise the number states to which this condition applies as

much as possible.

We can determine which states are not eligible for aggregation by examining the
model’s transition matrix. Assuming the matrix is partitioned by allocating entire rows

to different processors, a state has a predecessor belonging to a different processor if
there is a non-zero in the corresponding column in a row not allocated to the processor
which is responsible for that state. Similarly, a state has a successor which belongs to
a different processor if there is a non-zero in its row of the matrix which corresponds
to a row-number not belonging to the current processor. In order to minimise the num-
ber of states which cannot be aggregated we are required to minimise the number of
off-diagonal non-zeros in the partitioned matrix. This can be achieved by employing

hypergraph partitioning.

The effect of hypergraph partitioning on the layout of t#81 state Voting model’s
transition matrix can be seen in Figs. 5.20, 5.21 and 5.22. Initially, the breadth-first
state-generation algorithm (cf. Section 6.1.5) creates the transition matrix as seen
in Fig. 5.20 with a distinctive almost-lower-diagonal layout. This is then partitioned
using a hypergraph partitioner, resulting in the layout shown in Fig. 5.21 for a two-
way partition. The aggregation is then conducted on the two partitions independently,
excluding states which have either immediate predecessors or immediate successors in
the other partition. The resulting reduced transition matrix with 374 states is shown in
Fig. 5.22. Note how the density pattern has changed dramatically, with the on-diagonal

blocks for both processors becoming more dense.

One potential drawback with this scheme is that as the number of partitions increases,
the number of states eligible for aggregation will decrease. Table 5.5 shows the per-
centage of the state-space which can be aggregated without affecting states in other
partitions for a number of different models and number of partitions. It can be seen
that the percentage of eligible states does decrease for an increasing number of par-
titions, but that this effect is more pronounced for small models than for large ones.
This is beneficial as, because of the dimension of their transition matrices, it is pre-

cisely these large models which we would wish to reduce in size the most and which
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Number of processors

Model States 2 4 8 16 32
Voting-1 2081| 82.3%| 67.7%| 40.0%| 27.7%| 18.7%
\oting-2 4050 89.9%| 83.2%| 68.6% | 41.8% | 26.8%

Voting-3 106 540| 96.2%| 93.6%| 88.1%| 78.7% | 69.9%
\Voting-4 249760| 97.7% | 96.0%| 92.8% | 86.2% | 79.4%
\Voting-5 541280| 98.1% | 96.8% | 94.2% | 88.9% | 83.7%
\Voting-6 778850| 98.4% | 97.2% | 95.0% | 90.4% | 84.3%
Voting-7 1140050| 98.6% | 97.6%| 95.7% | 91.7% | 86.0%

Web-server-1 107 289| 98.0%| 90.8% | 85.1% | 76.0% | 69.0%
Web-server-2 248585| 93.2% | 91.6% | 82.3%| 77.8% | 73.4%
Web-server-3 517453| 98.2% | 92.1%| 83.3% | 79.9%| 76.2%
Web-server-4 763680| 93.9%| 89.6% | 83.8% | 81.4%| 78.6%
Web-server-§ 1044 540| 94.4%| 89.4% | 86.1% | 81.9%| 78.7%

Table 5.5. Percentage of state-space which can be aggregated without requiring information stored on

remote processors. Shown for differing numbers of partitions in a number of different sized models.

would need to be divided across as many processors as possible.

We conclude by noting a disturbing trend which requires future investigation: despite
the impressive reduction in the dimensions of the matrix, the number of non-zeros
in the aggregated matrix of Fig. 5.225(726) is actually larger than the number in

the original matrix of Fig. 5.208120). This has serious implications for the amount

of memory which will be consumed in storing the matrix, and also the amount of
time it will take to perform calculations using it. This suggests that when performing
aggregation, it is important to keep track of the number of non-zeros in the matrix
after each new state removal. If it becomes higher than the original matrix, then only
states whose removal would not create any more new non-zeros should be aggregated.
We identify this as a future area of research, particularly when seeking to perform

aggregation efficiently in parallel.
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Implementations

This chapter describes the implementation of three tools based on the algorithms and
techniques described in Chapters 3, 4 and 5 for the calculation of steady-state prob-
abilities, passage time densities and transient distributions in very large Markov and

semi-Markov models.

We begin by describing the Markovian DNAmaca steady-state solver [87] on which
these implementations are based. We then describe HYDRA (HYpergraph-based Dis-
tributed Response-time Analyser) [49] which enables the calculation of passage time
densities and transient distributions in Markov models through the use of uniformiza-
tion. Hypergraph partitioning is employed to permit the efficient parallel analysis of

very large state spaces.

Next, we detail SMCA (Semi-Markov Chain Analyser), a semi-Markov extension of
DNAmaca for the steady-state analysis of large semi-Markov chains. To the best of
our knowledge, this is the only such analyser to have been written for the semi-Markov
domain. This required an extension of DNAmaca'’s input language to support the spec-
ification of generally-distributed transition firing delays, and corresponding alterations

to the state generator and steady-state solver. These modifications are described in this

chapter.

Finally, we present SMARTA (Semi-MArkov Response Time Analyser), a parallel

analysis pipeline which implements the iterative algorithms of Chapter 4 for the anal-
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ysis of passage time and transient measures in very large semi-Markov models. This
builds upon SMCA by making use of the augmented model description language,
state-space generator and steady-state solver. A distributed Laplace transform inverter
implementing the Euler method is employed to numerically invert the Laplace trans-
form of the required performance measure. The central computation to be performed
in this step is repeated sparse matrix—vector multiplications, and we use hypergraph

partitioning to implement this efficiently in parallel.

6.1 DNAmaca

DNAmaca is a Markov chain steady-state analyser with the proven ability to analyse
models with states spaces larger tr(a(1107) states [87]. We describe it here as it
forms the basis of the three tools implemented as part of our work. DNAmaca supports

models specified as SPNs, GSPNs, SPAs and queueing networks.

The architecture of DNAmaca is shown in Fig. 6.1. A model description, which de-
scribes the structure of the model and the steady-state performance measures of inter-
est, is parsed into C++ code and the result is compiled with a pre-existing probabilistic
hash-based state-space generator library. Running the resulting executable generates
the state-space and generator maf}inf the model’'s underlying CTMC on disk with
vanishing states eliminated. This state-space is checked by a functional analyser to test
if it is irreducible. If it is not, then it may be possible to eliminate transient states and
remap the remaining states so that it becomes irreducible. The steady-state distribution
of the CTMC is then calculated using one of a number of solution methods (specified

in the input file). Finally, the C++ code generated from the model description is linked
with a pre-compiled performance analyser library and executed to compute the steady-
state performance measures requested by the user. We consider each of the steps shown

in Fig. 6.1 in more detail in the sections which follow.
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Model

Description

Parser

User
Code

State Space Performance
Generator State Space Analyser

Common Library

- Routines
Transition Steady State
Matrix Solution
Functional Steady State
Analyser Solver

Fig. 6.1. DNAmaca tool architecture [87].
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6.1.1 Model Specification Language

DNAmaca’'s model specification language hasgX-like syntax and makes use of
standard C/C++ expressions such as comparisons and variable assignments. The lan-
guage defines a high-level model in terms of its resources and the customer population
at each resource. Transitions, which are enabled or not according to the current pop-
ulations of certain resources, can fire and in doing so alter the populations on the
resources in the model. This is obviously a natural way to describe stochastic Petri
nets and queueing networks, but it is also flexible enough to permit the specification
of stochastic process algebra models [6, 22, 23]. The user specifies the performance

measures of interest using the same language.

It is not intended that this section should provide an exhaustive description of DNA-
maca'’s input language; instead we focus on only the central portion needed to describe
most models. Interested readers are directed to [87, 88] for the full details of the lan-

guage.

In the description which follows we use the following symbols:

{X}x  denotes one or more occurrences of X

| separates alternatives

6.1.2 Model Description

A model description consists of:

model_description = \model{

{

state_vector | initial_state | transition_declaration |

constant | solution_control

}*
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State Descriptor Vector

States are described by an array of values which are modified by the firing of transi-
tions. When describing Petri nets, this array maps naturally onto the array of places
in the net — the value of each entry in the state descriptor vector tracks the number of
tokens on the corresponding place. The state descriptor vector is composed of one or
more C/C++ variables, usually of typet , long , short orchar . The names of

these variables must conform to C/C++ naming rules for variables. That is to say, each
name must be a sequence of one or more letters, digits or underline symbols which

does not begin with a digit or clash with any pre-existing keyword.

state_vector= \statevector{

{ <type> <identifier> {, <identifier> }*; }*

type = C/C++ variable type

identifier = C/C++ variable name

Initial State

It is necessary to supply a description of the initial state of the model to provide the
state-space generation process with a starting point. This is done by assigning values
to the elements of the state vector in the same way as assigning values to variables in
C/C++; e.g. having already declared a variabke a in the state descriptor vector,

the value of 1 is assigned toitfay = 1.

initial_state = \initialstate{

{ <assignment> }*

assignment = C/C++ assignment statement
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Transition Declarations

The dynamic behaviour of the model is captured by the enabling and firing of its

transitions. For each transition, it is necessary to specify the following:

e the conditions under which the transition will become enabled. This is a boolean

expression in terms of some or all elements of the state descriptor vector.

¢ the change in the state of the model which results from the transition firing. This
specifies the changes to the values in the state descriptor vector which result

when the transition fires.

¢ either the probabilistic weight of the transition, for immediate transitions, or the

exponentially-distributed firing rate, for timed transitions.

¢ the (optional) priority level of the transition, which permits higher-priority tran-

sitions to pre-empt the firing of those with lower priority.

A transition description in the input language is composed of the following:

transition_declaration = \transition{<identifier>}
\condition{ <boolean expression> }
\action{ { <assignment> }* }
\rate{<real expression>} | \weight{<real expression>}

\priority{ <non-negative integer> }

Constants

Constant values which are used repeatedly throughout a model description (for exam-

ple the number of customers in a closed queueing network) can be defined.

constant = \constant{ <identifier> }Hvalue}
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6.1.3 Solution Control

These options allow the user to specify the method and parameters to be used when
performing steady-state analysis (including for the analysis undertaken when calculat-
ing the relative weights of the source states for passage time analysis). A full list of

supported methods is given in Section 6.1.7 below.

solution_control = \solution{
{
\method{ <method name> } | \accuracy{ <real> } |

\maxiterations{ <long int> }

}*

method name = { gauss | grassman | gauss_seidel | sor |
bicg | cgnr | bicgstab | bicgstab2 |

cgs | tigmr | ai | air | automatic }

6.1.4 Performance Measure Specification

Two types of steady-state performance measure are supported in DNAmaca. These are

state measureandcount measures

steady_state_measures = \performance{

{ state_measure | count_measure }*

State measuresre expressed in terms of the values of the elements of the state vector
and can be used to compute measures such as the average number of tokens on a place
in a Petri net (corresponding perhaps to the average number of jobs in a buffer in
the system being modelled) or the probability of being in a subset of the state-space.
We can compute the mean, the variance, the standard deviation and the probability

distribution of such measures.
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state_measure = \statemeasure{identifiery{
\estimator{ {mean | variance | stddev | distribution}* }

\expression{ <real expression> }

Count measuresallow event frequencies such as the throughput of transitions to be
computed. The user can specify pre- and post-conditions on the event which must
hold for the measure to be evaluated and must provide a list of transitions for which

the measure will be computed.

count_measure = \countmeasure{identifier{
\estimator{mean}
\precondition{ <boolean expression> }
\postcondtion{ <boolean expression> }

\transition{ all | { <identifier> }* }

6.1.5 State-space Generator

The parsing of the high-level model description and performance measure specifica-
tion produces C/C++ code for&tate class. Elements of the model description then
become attributes and member functions of this class; for example, the state vector
elements become attributes®tfate of the type declared in the state descriptor vec-
tor and there is a functiofire() which alters the values of these attributes exactly
as specified in the transition declarations. This code is then separately compiled and
linked with a general-purpose state-space generator library. The resulting executable
explores the underlying state-space of the high-level model, generating the transition

matrix Q and a list of the state descriptor vectors for all states in the state-space.

A breadth-first search is employed to explore the model’s state-space using the algo-
rithm described in [88] and outlined here in Fig. 6.2. This starts from an initial state

so (specified in the model in thenitialstate clause) and uses a FIFO queue
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begin
A=
E =5
F.insert(s)

while F'(not empty)do begin
F.remove§)
foreach s’ € succé) do begin
if s ¢ F do begin
F.insert(’)
E=FuUys
end
A=AUid(s) —id(s)
end
end

end

Fig. 6.2. Breadth-first search algorithm for state-space exploration [88].
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(F) and a list of explored state’f to generate the state grapHA)( The functions
insert() andremove() add a state to and extract a state fréhrespectively,
while succ(s) returns the set of successor states.of he functionid(s) returns
a unique sequence number for stat8readth-first search is favoured over depth-first
search as it allow§) to be generated and written to disk row-by-row without the need

to maintain more than one row in memory.

When generating very large state-spaces a major problem is keeping track of which
states have already been explored — it is important not only to keep the amount of
memory consumed by low but also to be able to seardh quickly to determine

if a newly generated state has been encountered before. The nivstnmethod of
implementingE would be to maintain it as an array or linked list of full state vectors.
This has the advantage of beieghaustiveas every encountered state is guaranteed to

be in the list and so a newly generated state will not be erroneously treated as having
already been explored. There are two obvious limitations, however. Firstly, to maintain
a list of all previously encountered state vectors can require a large amount of memory,
especially when there are many states and/or the individual state descriptor vectors are
very large (for example in a Petri net with many places). Secondly, searching the list to
check to see if a newly generated state is already there (which must be done repeatedly
in the state-space generation process) is time-consuming — for astistates it would

take at most: state descriptor vector comparisons to ascertain that a new state had not

already been encountered.

We use a probabilistic hash-based scheme [87, 88, 90] to overcome both of these prob-
lems. Rather than maintain a list of full state vectors, we store hashed values of the
state vectors in the rows of a hash table. This requires two independent hash func-
tions: one to calculate in which row the state belongs fihmary hash value) and

the second to calculate the hashed value of the state vector to be inserted in that row
(thesecondaryhash value). Memory usage is reduced over the exhaustive scheme as
only the hashed values are stored (the full state descriptor is written to disk and not
referred to again during generation), and the time complexity of checking for a state
vector hash in the hash table(§1) versusO(n) for checking for its existence in an

n element list
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It is possible, however, for two different states to map onto the same entry in the hash
table — when this happen<allisionis said to have occurred. If this is the case (which

can only be if both hashed values are the same) then the second state to be encountered
will be incorrectly omitted from the generated state-space as it will have been deemed
already to have been entered in the hash table. Itis possible to calculate the probability
that an incorrect omission will occur in terms of the total number of states, the number
of rows in the hash table and the number of distinct values the secondary hash value can
take (cf. [87, 88, 90]), and by careful choice of these values ensure that this probability
is acceptably low. For example, witl) 000 000 states 350003 hash table rows and
40-bit hash keys (giving*° distinct values), the probability of a collision is 0.0001.

It is important to note, however, that an omission probability of 0.@i3#s notmean

that 0.01% of all states generated will be incorrectly identified as having already been
explored and so not feature in the final state-space; rather it means that there is a
0.01% probability that one or more states will be missing from the generated state-

space. 99.99% of the time the full correct state-space is generated.

The state-space exploration process results in two files being written to disk, one con-
taining the rows of) and the other a list of the state descriptor vectors of all the states

in the state-space.

6.1.6 Functional Analyser

Steady-state analysis of a model requires that its state-space be irreducible; that is,
that every state be reachable from every other (cf. Definition 2.3). For an arbitrary
high-level model there is no guarantee that this will be the case, and so DNAmaca
incorporates a functional analyser. This examines the generated state-space using a
strongly-connected component checking algorithm [12] and, if the state-space is not
irreducible, attempts to map it onto one which is. There are three possible results of

this procedure:

e The state-space is irreducible and analysis proceeds to the steady-state solution

stage.
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e The state-space consists of a number of transient states and a single irreducible
component. As these transient states will have a steady-state probability of zero
they can be eliminated from the state-space. Steady-state analysis then proceeds

on the single irreducible component.

e The state-space consists of several separate irreducible components. This case
cannot be remapped onto a single irreducible state-space and so the steady-state

solution is not attempted.

6.1.7 Steady-state Solver

The steady-state solution of the model's CTMC is achieved by solwiQg= 0 for =
(subject to) . m; = 1). This can be rewritten in the form of a system of linear equa-
tions Ax = b, for which there exist a wide range of solution techniques. DNAmaca

implements a number of techniques which can be grouped into four main categories:

Direct methods: Gaussian Elimination and Grassman’s method.
Classical iterative methods: Gauss-Seidel, fixed SOR and dynamic SOR.

Krylov subspace techniques:Conjugate Gradient Squared (CGS), Conjugate Gra-
dient using the normal equations, Biconjugate Gradient, BiCG stabilised (two

versions) and the Transpose Free Quasi-Minimal Residual Algorithm.

Decompositional techniques:Aggregation-Isolation and Aggregation-Isolation Re-

laxed.

Interested readers are directed to [87, 88] for full details of these algorithms and their

implementations.

6.1.8 Sparse Matrix Representation

DNAmaca'’s great strength is its ability to analyse very large state-spaces. Central to
this ability are the data structures employed for representing the very(argatri-

ces in memory. The tools presented later in this chapter all employ a similar storage
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Fig. 6.3. DNAmaca’s sparse matrix representation scheme [87].
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scheme for their matrix representations and so we describe it in some detail here. The
choice of representation is governed by the access pattern of the algorithms to the

non-zeros in the matrix and the number of distinct non-zeros stored in the matrix.

Most of the steady-state algorithms and all of the passage time/transient algorithms
only require access to their matricé3,(P’ andU) by row or by column exclusively.

This means that the representation can be tailored to give access to either the rows or
to the columns of the matrix but does not have to cater for both row and column access.
We can therefore store the matrix as a vector of vectors, with the vector at pasition

storing the non-zeros of rowor column: (depending on the algorithm) of the matrix.

Furthermore, as the models analysed are derived from high-level descriptions with
(usually) a small number of transitions, the number of distinct non-zero values in the
matrix should be reasonably low — although it is worth noting that this may not be
the case when transitions have state-dependent rates or weights. This means that it is
wasteful, in general, to store every non-zero explicitly. Rather we can maintain a list
of all the distinct values and have a pointer into that list from every non-zero value

in the matrix. In the case of matric€¥ andP’ these non-zeros will be floating-point
numbers, but iflJ they will be complex numbers. In either case, however, the same

scheme can be used.

These considerations lead to the creation of the sparse matrix representation structure

shown in Fig. 6.3 (reproduced from [87]). There are three components:

Sparse matrix. As described above, this is implemented as a vector of vectors which

can be dynamically resized.

Store. This holds the distinct values of the non-zeros in the matrix. Non-zero elements

in the sparse matrix have pointers to the corresponding value in this store.

AVL tree. Used only in the construction of the matrix and deleted when no longer
needed, the AVL tree is a height-balanced binary tree. It is used to check effi-
ciently if a non-zero value to be added to the matrix already exists in the store.
Normally, checking such a list of elements would requir@®(n) time, but an

AVL tree can be searched (log, n) time.
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6.1.9 Performance Analyser

DNAmaca can compute two classes of steady-state performance measures as described
above in the language specification: state measures and count measures. State mea-
sures are expressed in terms of the values of the elements of the state vector and can
be used to compute measures such as the average number of jobs in a buffer. Given
the steady-state probability distribution vectoand a vector of expression values
(wherew; is a function of the elements in the state descriptor vector of sfatbe

mean of a state measureis given by:

E[m| = Z T0;

and its second (raw) moment as:
E[m?] = vaf

The variance ofn is therefore:

n n 2
Var[m] = ZWW? - <Z 7TW¢>

Count measures are used to calculate the mean rate at which events occur in the model,
allowing the computation of quantities such as the throughput of transitions. Given the
steady-state probability distribution vecterand a function-; which returns the rate

at which the event occurs in statehe mean of a count measureis:

E[m] = i 5T
=1

6.2 HYDRA

In this section we describe the first of the tools produced as a result of the work pre-
sented in this thesis. HYDRA builds on the technology used by DNAmaca to permit
the analysis of very large Markov models for passage time and transient measures
through the use of uniformization (cf. Chapter 3). The capacity of DNAmaca to han-

dle very large state-space is expanded further by the use of a parallel approach and
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Fig. 6.4.HYDRA tool architecture.

we exploit hypergraph partitioning (cf. Chapter 5) to perform the necessary sparse
matrix—vector multiplications efficiently across a number of processors. Results pre-
sented in Chapter 8 demonstrate that HYDRA has the ability to analyse models with

more thanl07 states.

Fig. 6.4 shows the architecture of the HYDRA tool. The process of calculating a re-
sponse time density begins with a high-level model, which we specify in an enhanced
form of the DNAmaca Markov chain analyser interface language. Next, the proba-
bilistic, hash-based state generator uses the high-level model description to produce
the generator matri€) of the model's underlying Markov chain as well as a list of the
initial and target states. Normalised weights for the initial states are then determined
from Eqg. 3.10. We calculate the uniformized matixfrom Q (cf. Section 3.3) and
constructP’” from P by transposing and making the target states absorbing. Having
been converted into an appropriate input fornf(t, is then partitioned using a hy-
pergraph or graph-based partitioning tool. The analysis pipeline is completed by our

distributed passage time and transient calculator.
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6.2.1 Input Language Augmentation

The input language used by HYDRA is an extended version of that employed by DNA-
maca. As DNAmaca is purely a steady-state solver we have added syntax to permit
the specification of passage time and transient performance measures. For either case,

the user is required to specify a high-level description of the measures of interest.

For passage time analysis, the user must specify the conditions which identify the
source and target states of the passage and also the time range for which the result
should be calculated. The time range is specified as an initial valyanincremental

step and a maximum value. The source and target conditions are expressed as C/C++

boolean expressions in terms of the elements of the state vector of the model.

passage_time_measure = \passage{
\sourcecondition{ <boolean expression> }
\targetcondition{ <boolean expression> }
\t_start{ <real expression> }
\t_stop{ <real expression> }

\t_step{ <real expression> }

Conditions for transient measures are expressed in a similar fashion:

transient_state_measure = \transient{
\sourcecondition{ <boolean expression> }
\targetcondition{ <boolean expression> }
\t_start{ <real expression> }
\t_stop{ <real expression> }

\t_step{ <real expression> }
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6.2.2 State Generator and Steady-state Solver

HYDRA employs the same probabilistic hash-based state-space generator as DNA-
maca to generat®). When there are multiple source states in the passage time mea-
sure it is necessary to calculate the steady-state of the CTMC’s embedded Markov
chain (EMC) by solvingrP = = subject to) m; = 1. This may be rewritten as

Ax = 0whereA = (I-P)7, x = nT (where the superscrifit denotes the transpose
operation) and is a vector of zeros, which can then be solved using the techniques
outlined in Section 2.1.4 or any of the methods supported by DNAmaca described

above in Section 6.1.7.

For very large models it may be necessary to perform these calculations in parallel,
which requires the partitioning oA andx as described in Chapter 5. When using
iterative steady-state solution techniques in parallel, such partitioning requires the ex-
change of elements of at the end of each iteration. This enforced barrier synchroni-

sation limits execution speed to that of the slowest processor.

Asynchronous iterative algorithms attempt to overcome this problem [19, 61]. Rather
than exchange vector elements at the end of every iteration, processors send updates
to each other every iterations. These values are then used until the next update is
received, meaning that some elementsxafill be out of date compared with those
computed locally. This may delay the convergence of the solution, but as it is usu-
ally the case that the computation capacity of a network of processors exceeds that
network’s communication capacity it may be advantageous to increase the amount of
computation performed while reducing communication. The use of graph partitioning
may be of some benefit when using asynchronous iterations as the amount of non-
zeros which must be communicated between processors will be minimised and so the

amount of information which must be received from other processors will be low [51].

When calculating passage time measures, the end result of this step is the creation of

a file containingx, the source-state weighting vector (cf. Eq. 3.10).
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6.2.3 Matrix Uniformization and Transposition

OnceQ has been generated and the steady-state solution for the EMC has been calcu-
lated, we uniformize (cf. Eq. 3.7) and transp&3eén preparation for partitioning and
passage time analysis. We determine the valug ®fmax; |¢;| and then read in the

rows of Q, dividing every non-zero by and add 1 to the diagonal elements, in order

to construct the columns &7. At the same time, we ensure that the target states are

made absorbing. This gives us our final uniformized and transposed R4trix

6.2.4 Hypergraph Partitioner

It is necessary to partition the state-space so that the final passage time calculations
can be performed in parallel. Writing a hypergraph partitioner was beyond the scope
of the work presented here. Instead, any one of a number of off-the-shelf tools such as
PaToH and hMeTiS can be used to perform this step (cf. Chapter 5). The output from
all the tools is a text file which assigns each row (or column, if doing a column-wise

partition) to one of the partitions. This mapping is then applieB'tanda.

6.2.5 Uniformization-based Passage Time and Transient Analyser

The analysis pipeline is completed by our distributed passage time density calcula-
tor, which is implemented in C++ using the Message Passing Interface (MPI) [67]
standard. This means that it is portable to a wide variety of parallel computers and
workstation clusters. Initially, each processor tabulates the Erlang terms fot-each
point required (cf. Eq. 3.8). Computation of these terms terminates when they fall
below a specified threshold value. In fact, this is safe to use as a truncation condition
for the entire passage time density expression because the Erlang term is multiplied
by a summation which is a probability. The terminating condition also determines the
maximum number of hops: used to calculate the inner summation in Eg. 3.8, which

is independent of.

Each processor reads in the rows of the maRix that correspond to its allocated
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partition into two types of sparse matrix data structure and also computes the corre-
sponding elements of the vectaf?. Local non-zero elements (i.e. those elements

in the diagonal matrix blocks that will be multiplied with vector elements stored lo-
cally) are stored in the sparse matrix representation described aBmmotenon-

zero elements (i.e. those elements in off-diagonal matrix blocks that must be multi-
plied with vector elements received from other processors) are stored in an ultrasparse
matrix data structure — one for each remote processor — using a coordinate format.
That is to say, each non-zero is stored in the femowIindex> <columnindex>
<nonZeroValue>. Each processor then determines the vector elements which will
need to be received from and sent to every other processor on each iteration, adjusting
the column indices in the ultrasparse matrices so that they index into a vector of re-
ceived elements. This ensures that a minimum amount of communication takes place
and makes multiplication of off-diagonal blocks with received vector elements very

efficient.

The vectorr(™ is then calculated fon = 1,2,3,...,m by repeated sparse matrix-
vector multiplications of formr )T = P'T 7z (T (wherem is the upper limit on the
number of Erlang terms in Eq. 3.8). Actually, fewer thammultiplications may take
place since a test for convergence is made after every iteration (cf. Eq. 3.11); if the
convergence criterion is satisfied, the matrix-vector multiplication is not performed
and we setr"*VT = 7T jn subsequent iterations. The check for convergence

is performed on each processor individually and the results broadcast to every other
processor. Only if the calculations on all processors have converged do we stop per-
forming the multiplications. The broadcasting of convergence results is, therefore, a

synchronisation point in the algorithm.

For each matrix-vector multiplication, each processor begins by using non-blocking
communication primitives to send and receive remote vector elements, while calcu-
lating the product of local matrix elements with locally stored vector elements. The
use of non-blocking operations allows computation and communication to proceed
concurrently on parallel machines where dedicated network hardware supports this

effectively. The processor then waits for the completion of non-blocking operations
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(if they have not already completed) before multiplying received remote vector ele-
ments with the relevant ultrasparse matrices and adding their contributions to the local

matrix-vector product cumulatively.

From the resulting local matrix-vector products each processor calculates and stores
its contribution to the sunzkejﬂw,i”). After m iterations have completed, these sums
are accumulated onto an arbitrary master processor where they are multiplied with
the tabulated Erlang terms for eatcpoint required for the passage time density. The
resulting points are written to a disk file and are displayed using the GNUplot graph

plotting utility.

6.3 SMCA

The second tool produced as a result of the work described in this thesis is an extension
of DNAmaca to semi-Markov processes. Our motivation was that, while there exist a
large number analysis tools for Markov models (see for example [39, 94, 114, 116]),
relatively little work has been done on the steady-state analysis of large semi-Markov
models. We have sought to rectify this by producing SMCA, which is capable of
analysing SMPs of the same size state-spaces as the CTMCs solvable with DNAmaca.
As with HYDRA, SMCA builds on a large amount of the technology incorporated
into DNAmaca such as hash-based probabilistic state-space exploration and efficient
sparse matrix representation. We therefore discuss below the modifications neces-
sary to DNAmaca to permit the analysis of SMPs. Much of this feeds into the final
tool presented in this chapter, namely the parallel passage time and transient analyser
SMARTA.

6.3.1 Input Language Augmentation

The greatest difference when moving from the Markov domain into the semi-Markov
domain is that state holding-times are no longer constrained to being exponentially dis-

tributed. This required altering DNAmaca'’s input language to permit the specification
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of such transitions, modifying the state-space generator to generate SMPs and incor-
porating the different approach for steady-state solution of SMPs into the steady-state

solver.

The modified DNAmaca input language is tailored towards the description of Semi-
Markov Stochastic Petri Nets (cf. Section 2.2.4) although it can also be used to specify
any semi-Markov chain. Transitions are described in the same manner as in DNAmaca
(cf. Section 6.1.2) except that it is also necessary to describe the firing-time density
function associated with each transition. As our analysis is conducted in the Laplace
domain, we describe this density function in terms of its Laplace transform. Also,
because the inversion algorithms require the values of these Laplace transforms at
many values ok, the user is required to provide a C/C++ function which returns the
value of the firing-time density function’s Laplace transform at a given valueldbte

that the\rate{}  clause is not used in SMCA as transitions only have probabilistic

weights.

To aid the user, macros are defined for several common firing-time distributions as
shown in Table 6.1. Note that tmearkov() distribution is a special case; it permits
the semi-Markov analyser to model true Markovian concurrency and, if used, there
can be no non-Markovian transitions enabled at the same priority level. The weight
of amarkov() transition is used as the rate parameter of its exponential firing-time

distribution.

A transition description in the input language is composed of the following:

transition_declaration = \transition{<identifier>}
\condition{ <boolean expression> }
\action{ { <assignment> }* }
\weight{ <real expression> }
\priority{ <non-negative integer> }

\sojountimeLT{ <function> }

boolean expression = C/C++ boolean expression
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Macro Name Distribution L.T. of corresponding pdf
exponentialf,s); | exp(\) 2
uniform(a,b,s); uni(a,b) %
erlangQ\,n,s); erlang(\, n) (235)" wheren is an integer
gammal\,n,s); gamma(A, n) (Si)\)n
deterministic,s); | det(d) e~
immediate(); det(0) 1 for all values ofs
markov(s); exp(p;) wherey; is the sum of the ratessﬁibi

of all enabled transitions in state

Table6.1. Some common transition delay density functions and their corresponding Laplace trans-

forms.

real expression = C/C++ real expression
assignment = C/C++ assignment

function = C/C++ function returning a complex value

6.3.2 State-space Generator

Augmenting the input language in this fashion required modification to a number of
components of DNAmaca. The parser had to be altered to recognise the new fields
in the transition declarations, and extra methods were added iSt#dte class to

return the Laplace transforms of the transition firing delays. SMCA employs the same
probabilistic state-space generator as DNAmaca, but instead of gendgatirggused

to generat@®, the transition matrix of the model's EMC. Note that we do not generate
the matrixH explicitly; instead it can be constructed when needed fidrand the

state sojourn time information parsed from the high-level model description.

6.3.3 Steady-state Solver

The steady-state solver also required a degree of reworking to calculate steady-state

probabilities for SMPs. Eq. 2.4 states that in order to calculate these probabilities,
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it is necessary to know the steady-state probabilities for the EMC and the average
amount of time spent in each state. The former is calculated Rarsing the existing
steady-state solution methods of DNAmaca. The latter is computed using the transition
distribution information (parsed from the model file) of the transitions enabled in each

State.

The average amount of time in a state is calculated as the sum of the mean firing times
of the enabled transitions in that state, weighted with the probability that each tran-
sition fires. As our specification of the firing-time distributions of the transitions is
linked to the demands of the numerical Laplace transform inversion algorithms, we
make use of Eq. 3.12 to calculate the average time before a transition fires from the
Laplace transform of its firing distribution. This is then used, along with the steady-
state probabilities from the EMC, to solve for the steady-state probabilities of the SMP
using Eq. 2.4. SMCA's performance analyser can then use these steady-state probabil-

ities to calculate state and count measures in exactly the same way as DNAmaca.

6.3.4 Example SMP Steady-state Analysis

1.0, 1, det(l.
50 (t0, 1.0, 1, det(1.0,s)) o1

(t1, 1.0, 1, det(2.0,s))
(t2, 1.0, 1, det(3.0,s))
p2

Fig. 6.5. A three-state SM-SPN.

We now demonstrate the analysis of a simple SMP using SMCA. Fig. 6.5 shows a
three state SMP described as an SM-SPN, while Fig. 6.6 shows the corresponding

SMCA input file. We also define four performance measures, in this case three state
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\model{
\statevector{ \type{short{ pO, pl, p2 } }
\initia{ pO = 1; p1 = 0; p2 = 0; }

\transition{tOX
\condition{p0 > 0}
\action{ next->p0 = p0 - 1; next->pl = pl + 1; }
\weight{1.0}
\priority{1}
\sojourntimeLT{ return deterministic(1.0, s); }

}

\transition{t1}{
\condition{pl > 0}
\action{ next->pl = pl - 1; next->p2 = p2 + 1; }
\weight{1.0}
\priority{1}
\sojourntimeLT{ return deterministic(2.0, s); }

}

\transition{t2}{
\condition{p2 > 0}
\action{ next->p2 = p2 - 1; next->p0 = p0 + 1; }
\weight{1.0}
\priority{1}
\sojourntimeLT{ return deterministic(3.0, s); }

}

}

\solution{ \method{ sor } }

\performance{

\statemeasure{ mean_tokens_on_place p0 H
\estimator{ mean }
\expression{ p0 }

}

\statemeasure{ mean_tokens_on_place_pl ¥
\estimator{ mean }
\expression{ pl }

}

\statemeasure{ mean_tokens_on_place p2 K
\estimator{ mean }
\expression{ p2 }

}

\countmeasure{ throughput_t2 }
\estimator{ mean }
\transition{ t2 }

}
}

Fig. 6.6. The SMCA input file for the SM-SPN in Fig. 6.5.
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PerformanceAnalyser (0x8063248): powering up...
Timer (0x8063280): timer started...
Information (0x8063298): reading data from 'OPTIONS'.
Information (0x8063298): reading state data from 'INFO'.
PerformanceAnalyser (0x8063248). powered up...
Vector input (0x8063254) from 'SM-STEADY’
(precision set to 10 places)
(begin performance results)
State Measure 'mean_tokens_on_place p0O’

mean 1.6666666666e-01
State Measure 'mean_tokens_on_place pl’

mean 3.3333333333e-01
State Measure 'mean_tokens_on_place p2’

mean 5.0000000000e-01
Count Measure 'throughput_t2’

mean 1.6666666667e-01
(end performance results)

PerformanceAnalyser (0x8063248): powered down...

Fig. 6.7. The SMCA performance analyser output for the model file in Fig. 6.6.
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measures which calculate the average number of tokens on each of the places and a
count measure calculating the throughput of transitjo\s there is only one token in
the net, the state measure results correspond to the steady-state probabilities of being

in each of the three states of the underlying SMP.

Fig. 6.7 shows the output from SMCA's performance analyser. Given the delays of the
three deterministic transitions, we would expect that at steady-state the SMP would
spend half its time in the state whergis enabled, one third of the time in the state
wheret; is enabled and one sixth of the time time in the state wheigenabled. In
addition, transitions should fire once every 6 time units for a throughput@fThese

intuitions are supported by the results from SMCA.

6.4 SMARTA

In this section we describe SMARTA (Semi-MArkov Passage Time Analyser), the
final tool implementing work presented in this thesis. This draws upon technology
from the semi-Markov steady-state solver SMCA and the Markovian passage time
analyser HYDRA (both described above), as well as the GSPN analyser described
in Chapter 3, and implements the iterative algorithm presented in Chapter 4 for the
passage time analysis of very large semi-Markov models. As in HYDRA, hypergraph
partitioning is employed to perform the central sparse matrix-vector multiplications
efficiently in parallel. Many of the underlying techniques (probabilistic hash-based
state exploration, efficient sparse matrix representation) are shared with HYDRA and
SMCA, and so we concentrate here on novel features of the parallel Laplace transform

inverter which implements our iterative algorithm.

6.4.1 Tool Architecture

The process of computing a passage time density using SMARTA is shown in Fig. 6.8
and begins with a high-level model specified in an enhanced form of the DNAmaca

interface language. This input language combines the passage time measure spec-
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M/v\ 5 Enhanced State DTMC Distributed
”% DNAmaca Space Steady Laplace
' ” high-level p State Transform "
ﬂ.ﬁﬂ.ﬁ}" specification Generator Solver Inverter
time (seconds)
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Fig. 6.8. SMARTA: Semi-Markov Passage Time Analyser.
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ification syntax from HYDRA with SMCA’s ability to specify generally distributed
transitions. The model description is parsed into C/C++ source code and is compiled
with SMCA's probabilistic, hash-based state generator and then executed to generate
the state-space of the model's underlying semi-Markov process and the correspond-
ing transition probability matriXP? of the model's embedded Markov chain. A list

of source and target states is also constructedand U’ are then generated using

P and the state holding-time distributions and target states specified in the high-level
model. Normalised weights for the source states (the veetor Egs. 3.5 and 4.5)

are determined by the solution af = «P, as in HYDRA. The state-space is then
partitioned using an off-the-shelf hypergraph partitioning tool. Finally, a distributed
Laplace transform inverter (the operation of which is described in detail below) is used
to calculate the value of the required passage time density or quantile at user-specified

time-points. This can then be plotted using a program such as GNUpilot.

6.4.2 Implementation of the Parallel Iterative Algorithm

The parallel passage time density calculator is implemented in C++ using the Message
Passing Interface (MPI) standard [67] and employs a master-slave architecture with
groups of slave processors. The master processor computes in advance the values of
s at which it will need to know the value af;;(s) in order to perform the inversion.

As described in Section 4.1, this can be done irrespective of the inversion algorithm
employed. Thes-values are then placed in a global work-queue to which the groups

of slave processors make requests.

The highest ranking processor in a group of slaves makes a request to the master for
an s-value and is assigned the next one available. This is then broadcast to the other
members of the slave group to allow them to construct their columns of the rm#trix

for that specifics. Each processor reads in the columns of the ma®rithat corre-

spond to its allocated partition and uses the probabilities stored in these, along with
the current value of and the transition firing-time information from the parsed model
file, to construcfU’ as described in Section 4.3.1. Also, each processor reads in the

source-state weighting vector.
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begin

end

y: vector of lengthx;|

z;: vector of lengthx;|, one for eacly € P, j # i
converged: boolean

;- complex number

L(s): complex number
T

X; = oy
do begin
for j =0toj = |P| — 1 do begin
if j#£1
irecv(j, z;)
end
y' =x{ U
for j =0toj = |P| — 1 do begin
if j#£1
isend(, y)
end
waitall(P)
for j =0toj =|P| — 1 do begin
if j#£1
yT — yT + Z]TU/ij
end
for k =0to k = |x;| — 1 do begin
ifyp €T
Wit = Yk
end

converged = true
for k =0to k = |x;| — 1 do begin
if |yx — (x;)x] > 1078 do begin
converged = false

break
end
end
allreduceonverged, and, P)
x; =y"

end

while not converged
reducel.(s), u;, sSum, min(P), P)
return L(s)

Fig. 6.9. Parallel iterative passage time calculation algorithm for slave procéssor
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Fig. 6.9 outlines the iterative algorithm as implemented for slave procéssas the

set of processors in a group of slaves dhid the set of target states. Each processor
holds | P| blocks of the matrixU’ and we denote thgth block stored on processor
iasU';, 0 < 4,5,< |P|. The blockU’; (the on-diagonal block) is stored in the
compressed sparse column format (cf. Section 6.1.8), while blocksi # j, are
stored in ultrasparse format (cf. Section 6.2.5). Note thablbek U’;; should not be
confused with the(, j)th elementof U’ denotedu;;. Each processor also maintains
a portion of the initial weighting vectar and the current iteration vectar, and we

denote the portion held by process@sa; andx; respectively.

Each processor i® also determines which vector elements need to be received from
and sent to every other processor. A vector of vectors in which to store the non-zeros
transmitted to it by the other processors in the group is then initialised. In Fig. 6.9,
these are the, vectors. Only those elements required by remote procgssm sent
from, thus ensuring that a minimum amount of communication takes place. Processor
i must therefore adjust the row indicesW,; so that they index into the vector of
received elements;. This makes multiplication of th&’;; blocks with thez; vectors

efficient.

The iterative algorithm then proceeds until the difference between successive iteration
vectors § andx;) is less than some pre-specified amourit-¢ in Fig. 6.9) on all
processors irP. On each iteration, processofirst sets up non-blocking receives to
receive remote elements xffrom the other processors. The operati@tv( 7, z;)
receives vector elements from procesgarto the vectorz;. Whilst waiting for these
operations to complete, procesganultiplies its local matrix blockU’;; with its lo-

cally maintained portion of the vectat and the result stored in the vec§arProcessor

i then sends the newly computed elementg ¢d the other processors which require
them. The operatioisend( j,y) is a non-blocking operation which transmits those

elements ofy required by processgrto that processor.

Processoi then waits for the completion of non-blocking operations with a call to
awaitalll  P) function. This waits for all outstandingend() andirecv()

calls to processors i involving 7 (either as source or destination) to complete be-
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fore the algorithm proceeds. Remote vector elements stored i) trextors are then
multiplied with theU’;; blocks and the result added go Each processor then checks

for convergence by comparing the absolute value of the difference between every ele-
ment in the current and previous iteration vector. The algorithm has converged when
the calculations of every slave i has converged, and this is checked by performing
anallreduce() with anand operator across all processorsin This operation
places the result adinding all the values otonverged together acros$ on every

processor inP.

Once the calculations of a slave group are deemed to have convergéom all
processorg € P are collected on the lowest-ranking processor using a reduce with the
sum operator. In Fig. 6.9, this is theduce( L(s), x;, sum, min(P), P) function,

which accumulates the values of into the variableL(s) on processomin(P) (the
lowest-ranked processa P) from all processors inP. L(s) is then returned to

the global master by processorin(P) where it is cached. When all results have
been computed and returned for all required values, dfie final Laplace inversion
calculations are made by the master, resulting in the value of the passage time density
or quantile at the requiredpoints. These points can then be displayed using a graph-

plotting program such as GNUpilot.

The next chapter will present examples of the analysis of very large semi-Markov

models using SMARTA.
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Extended Continuous Stochastic Logic

Formal logics for stochastic systems provide a concise and rigorous way to pose per-
formance questions and allow for the composition of simple queries into more com-
plex ones. One such logic is Continuous Stochastic Logic (CSL), which was originally
presented in [10, 11] and has been applied to Markovian state spaces in [13, 14, 85].
CSL can express performance measures by selecting states and paths from a system
that meet both steady-state and passage time quantile criteria. CSL has been applied
to Generalised Semi-Markov Processes [126] to specify performance properties on
discrete event simulations, but its application to semi-Markov chains is relatively re-
cent [98].

This chapter presents extended CSL (eCSL), which augments semi-Markov CSL with
the ability to express aricher class of passage time quantities as well as measures based
on transient state distributions. Unlike basic CSL, which operates at a state-transition
level, eCSL is designed to operate at the model level on semi-Markov stochastic Petri
nets (SM-SPNs, cf. Section 2.2.4), from which an underlying semi-Markov process
can be generated. We first discuss the current state of CSL and highlight those areas

which we enhance in eCSL. We then present eCSL and provide example formulae.
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7.1 CSL

In order to make detailed comparisons with CSL, and to understand fully the enhance-
ments introduced in eCSL, we first present a detailed summary of the standard CSL as
used in [13, 14, 85, 98]. A semi-Markov CSL (similar to [98]) is defined directly over

a semi-Markov state spa¢®, P, H, A) whereS is the set of state® is the embed-

ded probability transition matrix is the state holding time distribution matrix ard

is a state labelling function. This labelling function attaches multiple labels to every
state, and allows states to be associated with a more meaningful description (in terms
of the high-level model) than solely their integer position in the transition matrix. For
example, the labdhiled  may be attached to several states; this label can then be
used to refer to the states collectively rather than having to enumerate them explicitly

as a set of state indices.

A CSL formula is defined as follows:

vt o Ay Spw) | Ppw) (7.1)

v XW‘WUTW (7.2)

S represents a steady-state condition &hckepresents a passage time condition on a
set of paths defined hy. The valuegp andT represent ranges of allowed probabilities

and times, respectively.

The semantics of the logic are expressed by stating the precise conditions under which
a single states satisfies each of the possible clauses of-formula. As in other

temporal logics, this is writtea= V.

The clause: is a label and a state satisfies that label i € A(s). Thus using the
not andconjunctiveclauses in combination with labelling allows whole sets of states
to be defined with al-formula. The set of states specified in this manner is written
Sat(V) = {s € 9| s}= ¥}. Thus the steady-state clauSg(V) defines a set of states
S1 = Sat(¥) and is true if the sum of the long-run probabilities of the states ites

in the rangep.
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7.1.1 Formal CSL semantics

The formal semantics of CSL are:

sk tt Vs

skEa iff a € A(s)

= U AU, ff U, As=w

sk ¥, 2 skE U AskE U, (7.3)
sk iff s W

sk Sp(V)  iff II: € p where j = Sat(V)
skE=Pp() iffIP(0 € Path(s) |o=v) € p
wherePath(s) is the set of all paths starting from The quantityll- is the long term
probability of being in any of the states jn
Further, a patlr satisfies a path formula;, as follows:
oE XU iff Jo[1] = ¥ (7.2)
o= U UT U, iffJuer. (cQulE Uy AVY <u,cQu = T)
whereco|[1] is a state immediately succeeding the start state afido@t is the state
that the system is in at timeon the pathy. The X path operator is often referred
to as thenext state operatoand is used to extract an aggregate DTMC probability
for selecting a given set of successor states(V). Finally, thetime-bounded until
formula, ¥, UT ¥,, specifies a set of paths starting in a single statdich satisfyd,

for the duration of the path and terminate when they satisfythis is further restricted

to complete the passage in timec .

7.1.2 Opportunities for Enhancing CSL

There are three main issues regarding the specification of performance measures that

arise from the definition of CSL:

1. Only a single start state can be specified for the time-bounded until formula with
the existing formulation of CSL. Passage time specifications are more expressive
when associated with many possible start states, especially when asking perfor-
mance questions of high-level formalisms where the start and end conditions for

a passage may not necessarily specify a unique state.
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2. There is no ability to express performance conditions based on transient state

distributions.

3. Although compound formulae of steady-state and passage time constraints are

allowed, the meaning of the derived formulae is somewhat obscure.

As an example of this last point, considep, (sz(\lfl) uT \112) which would define a
passage along a set of paths that consists of states which sgi¢fy, ), and terminate
satisfyingW,. As long asSat(¥;) has a steady-state valuegg (and the underlying
process is irreduciblg then all states will satisf$p, (¥1), which therefore represents
no constraint on the selected paths at all. Alternativelyaif(¥;) does not have
a steady-state value ip,, then only paths of length may be selected. Similarly
abstruse would be afiformula which relied on the possible start states Bffarmula,
for exampleSp, (PPQ(\Ifl uT \112)): that is, calculating the long term state probability

over the set of possible start states of thportion.

7.2 eCSL

We present an extension to CSL, called eCSL, which can express a greater variety of
performance-related questions: for example, transient state distribution-based proper-
ties and multiple start states for both passage and transient properties. Unlike standard
CSL, which is applied directly to a labelled Markovian state space, eCSL operates on
semi-Markov stochastic Petri nets, which can express any Markov or semi-Markov
model (including those with immediate transitions). This eCSL is intended to comple-
ment CSL, as CSL concentrates on describing properties which are formally decidable

while eCSL focuses on the specification of performance queries.

For the reasons given in Section 7.1.2, we remove the possibility of specifying com-

pound formulae in the manner of CSL. We also simplify the path formulae of the

fThe importance of this can be seen by considering an example with a state-space consisting of two
strongly-connected components. The long-run probabilities will depend on which component is entered
first, and if the target states only exist in one component then there is no possible path to them from the

other.
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original CSL and instead specify paths by providing high-level rules that yield a set

of start states, a set of terminating states and a set of excluded states though which
a path cannot pass. Taking into account the fact that CSL could not specify multiple
start states, this is equivalently expressive to the logical until formula, which provides

a single start state, a set of end states and a set of states that the passage is restricted to.
In eCSL, sets of states themselves are specified in terms of markings of a semi-Markov
stochastic Petri net. We believe that these simplifications make for a formalism which
maps more pleasantly onto both Petri nets and the underlying stochastic quantities.

It also keeps the path formulae required to specify complex performance measures

simple.

7.2.1 The Syntax of eCSL

In this section, we define the syntax of eCSL over SM-SPNs. An eCSL statement
acting on an SM-SPN system with set of markiddgs defined by:

def

vt ‘\PAW‘W‘S,,@/;)‘Tgw,w)‘P[,(W)

def

ot N [way| v
Here we have deliberately separated out the state specifiecatiormulae from the
performance specificatiow-formulae. This avoids the conceptual problems associ-
ated with the compound performance properties that arise in CSL, while still being
sufficiently expressive to allow for multiple simultaneous performance criteria to be
specified. We define the function which operates anfarmula and extracts the set

of all states that satisfy it &nt(¢) = {m € M | m}= ¢}.

In thet specification N € INy andp[N] is satisfied if the number of tokens on place
in some staten is in the set of allowed numbers of tokeNs As with CSL,p € 2/
is a set of allowed probabilities and similartyc 2[%>! is a set of times. Her@M is

a power set which consists of all the subsets of thélset

Sp(v) is true if the steady-state probability of being in the set of states defined by

lies in the sep.
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Probability

K

Time

Fig. 7.1. An example of a transient constraifit— Té:ff (¥) which is satisfied by a transient distribution

in the shaded area.

7, 3’ (11,1)9) is satisfied by a set of start states if the probability of the system being in
statesSat(v);) at timet, while not having passed through states(«), lies in p for

all timest € = (shown for an arbitrary transient distribution in Fig. 7.1).

Finally, P;)'(wl,wg) is true for a set of start states if the random variable represent-
ing the passage time to target states(v;), while not having traversed states in
Sat (1), lies in the range of times with probabilityp € p. For a high-level mod-
elling paradigm, we believe that specifying rules for sets of excluded states is simpler
than having to specify explicitly all the permitted states for a path with state-by-state

logical formulae as used by standard CSL on conventionally labelled state spaces.

7.2.2 Examples of eCSL Formulae

As an example of how eCSL could be used to pose performance questions in practice,

we consider the problem of finding the valuegadhat satisfies the formula:

Sat(p1[35] A ps[10]) = Py (o[ 175], po[1]) (7.5)
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The question being asked is: what is the probability that a defined passage takes less
than timel0? The passage time quantity is defined by the source $ta8e$A p5[10],

by the target states,[175] and taking into account the excluded statesl]. These
expressions define sets of states, for instan¢&s| A ps[10] selects all the Petri net

markings which have 35 tokens ppnand 10 tokens ops.

If we wish to define multiple performance requirements for a single set of start states

on a system then we might ask:

Sat(p1[35] A pa[10]) = (Pa (pa175], po[1]) A PG e (pa[320],p[4))  (7.6)

This expresses the need to surpass a 90% quantile for a passage time within the first 10
time units of the passage starting and a 98% quantile, over a different passage, within
100 time units. In this way, multiple quality of service requirements may be succinctly

expressed and verified with a single eCSL formula.

If distinct start states are required for each performance measure, we could compose

them as follows:

(Sat(ps[10]) b= Plyoch (pe175),pe1]) ) A (Sat(pi[35)) b= T (p2(320], pold)) )
(7.7)
This expresses the need to surpass a 90% quantile for a passage time within the first
10 time units starting from states where there are 10 tokeng,and a 20% quantile
for a passage time within the first 100 time units starting from states where there are

35 tokens om;.

7.2.3 Formal Stochastic Semantics of eCSL

In this section, we formally define the satisfiability formulae for eCSL over SM-SPNSs.
These are expressed in terms of a markingf an SM-SPN where:(p) is the number

of tokens at place in markingm. We test individual markings of the Petri net against
every allowed combination of andi-expressions. As before, these are evaluated in
terms of individual satisfiability questions, e.gn = ¢4, which poses the question:

does the single state satisfy the formula),?
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Formally, for the general-expression:

mpE tt Ym

mpp[N]  iffm(p) e N
mi= iy Ay iffmi= Y Amis i
m - iff mp~

Importantly, theV-formulae are satisfied by vectors of markings or states. This is so

(7.8)

that a configuration of multiple start states can be defined and used to specify corre-
sponding multiple performance properties. This overcomes the restriction inherent in

CSL that it is only able to express performance properties with single start states.

M tt Vi

=W AW, iffile Uy A U,

7 - iff 173 [ W

= Sp(v) iff II- € p where j = Sat(1))

B (7.9)
mE Ty (Yi,¢2) iffVE € T,T%(t) € p where

J = Sat(n), k = Sat(¢s)
il Pp (Y1) iff ]P(Pj% € 7) € pwhere
7 = Sat(1), k = Sat(1s)
The steady-state operath represents the long term probability of being in the set
of statesj and is independent of any start state (assuming that the underlying SMP is

irreducible).

For the transient operat@r we have a modified transient distribution function to take
account of the excluded stateskn

TE) =" alP(Z2(t) € 7| 2(0) =i,V < t. Z(t') & F) (7.10)

1€1

ThelP(-) term inside the summation describes the conditional probability that the SMP
is in a state inj at timet¢ given that it started from a stateind has never been through
any state ink. This probability is finally deconditioned over the set of all the possible
start states in. « is taken to be a normalised steady-state vector, but there is no reason
why it could not be generalised to an arbitrary initial weighting vector, specified by

the user (although there is currently no syntactic support for this in eCSL).



180 Chapter 7. Extended Continuous Stochastic Logic

Similarly for the passage time operat®t, we can modify the passage time random

variable to incorporate the excluded states vektor

PE=>"a;inf{u>0:Z(u) € | Z(0) =iV <u. Z(u) €k} (7.11)
ici

Calculating the modified passage time probabi]]%)(Pé; € 1-) € p or transient
probabilityTll}(t) quantities involves straightforward modification of the formulae of
the standard passage time and transient formulae for an SMP given in Chapter 4. All
the excluded states in an exclusion eare removed from the embedded DTMC
(Vi € S,k € k let pi = 0andpg; = 0), while renormalising the probabilities as
necessary, so thgt:j pi; = 1 for all i. The renormalising of the DTMC, after removal

of the excluded states, reflects the conditional nature of Eq. 7.10 and Eq. 7.11.

More examples of eCSL formulae are given in Section 8.2 of the next chapter.



Chapter 8

Numerical Results for Veery Large

Markov and Semi-Markov Models

This chapter presents passage time and transient results calculated in very large Markov
and semi-Markov models using the tools described in Chapter 6. This serves as a
demonstration of the capacity of our methods and of the types of performance queries
they can answer. We first analyse two Markov models with up to 10.8 million states
using HYDRA. Numerical passage time results are presented and are validated against

simulation. We also examine the scalability of HYDRA on two parallel architectures.

We then demonstrate the analysis of very large semi-Markov models using SMARTA.
We begin by conducting transient analysis oh0é 540 state model, and then move

onto the passage time analysis of models with up to 15.4 million states. Both pas-
sage time density and quantile results are produced. We also demonstrate the use of
eCSL for the formal specification of performance queries. Finally, the scalability of

SMARTA is investigated on the Viking Beowulf cluster.

8.1 Very Large Markov Models

In this section we present passage time results for the analysis of very large Markov

models using HYDRA. We consider two models: the Flexible Manufacturing System
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GSPN described in Appendix A.2 and the tree-like queueing network of Appendix A.3.
We produce passage time results for the FMS model Witdp 440 states and for the
tree-like queueing network with0 874 304 states, and validate them against simula-
tion and a known analytical solution respectively. In the case of the tree-like queueing
network, we also present figures for the number of non-zeros and amount of data ex-
changed after each iteration under a number of partitioning schemes. The scalability
of HYDRA is investigated on two architectures (a dedicated parallel computer and a

network of PC workstations).

8.1.1 Flexible Manufacturing System
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Passage-time density: 1.6 million state FMS model
0.14 | AN il
012 | 'l \ .
A
\
> 0.1 I \ 1
Z J \
= i X
[} | \
N [ \
2 008 \\ g
el [
IS | X
o \
o 006 |- \ B
X
i \
0.04 \ ]
002 |/ \ .
X,
/ ~X
// > S
o Lt I I I Ry L
0 5 10 15 20 25 30

Time

Fig. 8.1. Numerical and simulated (with 95% confidence intervals) passage time densities for the time
taken to produce a finished part of typa2 starting from states in which there dte= 7 unprocessed

parts of typesP1 and P2.

The first Markov model for which we present results is the Flexible Manufacturing
System GSPN. Far = 7, the GSPN'’s underlying Markov chain hag39 440 states
and13 552 968 non-zero off-diagonal entries in its generator ma@jxFor this model,
we calculate the density of the time taken to produce a finished part oftypstart-

ing from any state in which there arainprocessed parts of tyg&l and7 unprocessed
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parts of typeP2. That is, the source markings (of which there are 36, corresponding to
the possible submarkings 613) are those wheré/(P1) = M(P2) = 7 and the tar-

get markings (of which there are 429 624) are those whé(@12s) = 1. We weight

the density from each source state according to the relative probability that the passage

originates in that state (cf. Eq. 3.10).

After modification of the state graph to allow for transitions from target states to a
new terminal state, the uniformized mati#X has11 001 408 non-zero entries. The
hypergraph tool PaToH is then used to partition the rows of the transposed Patrix

as input to our parallel algorithm. Fig. 8.1 shows the resulting numerically calcu-
lated passage time density, which is validated against the combined results from 10
simulations (each of which consisted of 1 billion transition firings) plotted with 95%
confidence bounds. There is excellent agreement between the numerical and simulated

passage time densities.

8.1.2 Tree-like Queueing Network

x
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Fig. 8.2. Transposed®’ matrix (left) and hypergraph-partitioned matrix (right) for the tree-like queueing

network with 6 customers (5 544 states).

The second example we consider is a cycle time in the closed tree-like queueing net-

work. For a small six-customer system with 5544 states, Fig. 8.2 shows the resulting
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proc- | non- | local | remote| reused
essor| zeros| % % % 1 2 3 4
1 7022| 99.96| 0.04 0 1
2 7304|91.41| 8.59 | 34.93 2
3 6802 | 88.44| 11.56 | 42.11 3| - - - 12
4 6967| 89.01| 10.99 | 74.28 4| - 1 439 -

Table 8.1. Communication overhead in the queueing network model with six customers (left) and in-

terprocessor communication matrix (right) for each processor in a 4 processor decomposition.

Partitioning | Communication Overhead

Method Messages Volume (MB)
randomised 240 450.2
linear 134 78.6
graph-based 110 19.7

Table 8.2. Per-iteration communication overhead for various partitioning methods for the queueing

network model with 27 customers on 16 processors.

transpose®’ matrix and associated hypergraph decomposition produced by hMETIS
for a 4 processor decomposition. Statistics about the per-iteration communication as-
sociated with this decomposition are presented in Table 8.1. Around 90% of the non-
zero elements allocated to each processor are local, i.e. they are multiplied with vector
elements that are stored locally. The remote non-zero elements are multiplied with
vector elements that are sent from other processors. However, because the hypergraph
decomposition tends to align remote non-zero elements in columns (well illustrated in
the 2nd block belonging to processor 4), reuse of received vector elements is good (up
to 74%) with correspondingly lower communication overhead. The communication
matrix on the right in Table 8.1 shows the number of vector elements sent between
each pair of processors during each iteration (e.g. 181 vector elements are sent from

processor 2 to processor 4).

Moving to a more sizeable model, the queueing network with 27 customers has an un-
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Fig. 8.3. Numerical and analytical cycle time densities for the tree-like queueing network of Fig. A.3

with 27 customersli( 874 304 states).

derlying Markov Chain withl 0 874 304 states an@2 883 682 transitions. This model

is too large to partition using a hypergraph partitioner on a single machine (even one
with 2GB RAM), and consequently a lesser quality graph-based decomposition pro-
duced by the parallel graph partitioner ParMETIS (running on the PC cluster) was
used. The options chosen were to use the parallel partitioning algorithm, a successive
folding level of 300 [84] and weights on both vertices and edges. It must be noted that
this decomposition still offers a great reduction in communication costs over other
methods available: a 16-way partition has an average of 95.8% local non-zero ele-
ments allocated to each processor and a reused received non-zero element average of
30.4%. Table 8.2 shows the per-iteration communication overhead for randomised
(i.e. random assignment of rows to partitions), linear (i.e. simple in-order allocation

of rows to processors such that the number of non-zeros assigned to each processor is
the same) and graph-based allocations. The graph-based method is clearly superior,

both in terms of number of messages sent and (especially) communication volume.

Fig. 8.3 compares the numerical and analytical cycle time densities for the queueing

network with 27 customers. Readers are directed to Appendix A.3 for details of the
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AP3000 PC Cluster Comm. per iteration
p || time(s)| S, E, | time(s)| S, E, | Messages Vol (MB)
1 1243.3| 1.00| 1.000 325.0|/ 1.00| 1.000 0 0
2 630.5| 1.97| 0.986 258.7| 1.26| 0.628 2 15
4 328.2| 3.78| 0.947 197.1| 1.65| 0.412 12 3.2
8 182.3| 6.82| 0.853 143.0| 2.27| 0.284 51 5.3
16 99.7]12.47| 0.779 114.6| 2.84| 0.17/8 207 7.3
32 58.6| 21.22| 0.663 71.7| 4.53| 0.142 663 9.6

Table 8.3. Run-time, speedupst,), efficiency E,) and per-iteration communication overhead fer
processor passage time density calculation in the FMS modelwitty. Results are presented for an

AP3000 distributed-memory parallel computer and a PC cluster.

analytical solution. Agreement is excellent and the results agree to an accuracy of
0.00001% over the time range plotted. The numerical density is computed in 968
seconds (16 minutes 8 seconds) for 875 iterations using 16 Athlon 1.4GHz PCs with
512MB RAM linked together by 100Mbps switched Ethernet. The memory used on
each PC is just 84MB. It was not possible to compute the density on a single PC (with
512MB RAM) but the same computation on a dual-processor server machine (with
2GB RAM) requireds 580 seconds (93 minutes).

8.1.3 HYDRA Scalability

Table 8.3 shows the performance of our algorithm on two architectures: a Fuijitsu
AP3000 distributed-memory parallel computer running Solaris and a Linux-based PC
workstation cluster. The AP3000 is based on a grid of 60 processing nodes, each of
which has a UltraSPARC 300MHz processor and 256MB RAM. These nodes are in-
terconnected by a 2D wraparound mesh network that uses wormhole routing and that
has a peak throughput of 520Mbps. The PC cluster is a vanilla network of worksta-
tions, consisting of 32 Athlon 1.4GHz PCs each with 512MB RAM linked together
by a 100Mbps switched Ethernet network. Distributed run-time is measured as the

maximum processor run time from the start of the first uniformization iteration. The
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Fig. 8.6. Efficiency for the FMS model wittk = 7 on the AP3000 and a PC cluster.

speedup fop processors, denoted I8, is given by the run time of the sequential
solution @ = 1) divided by the run time withp processors. Efficiency fgr proces-
sors, denoted by, is defined asZ, = S,/p. In every case, the sparse matrix was
partitioned using PaToH with the same partitioning options as in Section 5.1.3. The
machine used for partitioning was an Intel Pentium 4 2.6GHz machine with 1GB of
RAM.

Corresponding graphs of the run-time, speedup and efficiency on each architecture are
presented in Fig. 8.4, Fig. 8.5 and Fig. 8.6. The speedups and efficiencies achieved on
the AP3000 are excellent. Solution time on a single AP3000 node is 20 minutes 43

seconds whereas on 32 processors it takes just 58.6 seconds (i.e. 21.22 times faster,

corresponding to an efficiency of 66.3%).

With processors that are about 4 times faster and a communication network that is
about 6 times slower than the AP3000, and without exclusive access to either pro-
cessors or the interconnection network, we cannot expect such good results on the
(shared departmental) PC cluster. However, unusually for problems of this type, rea-

sonable speedups are still achieved, requiring 5 minutes 25 seconds on a single PC and
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1 minute 12 seconds on 32 PCs (i.e. 4.53 times faster, corresponding to an efficiency
of 14.2%). The speedup trend for the PC cluster is shallow but linear, suggesting that
speedup will continue to improve for an even larger number of processors. Adding
extra workstations also boosts solution capacity through additional RAM. Note that
the results presented for the PC cluster were gathered at times when the network and
processors were most likely to be idle (e.g. late at night) and have been averaged over

three runs to minimise the impact of any external interference.

8.2 \Very Large Semi-Markov Models

In this section, we display transient state distributions and passage time densities pro-
duced from semi-Markov models using SMARTA. We analyse two models: the Voting
model of Appendix A.4 and the Web-server model of Appendix A.5. State spaces of
up to 15.4 million states are analysed and the results are validated by simulation. Ex-
amples of eCSL queries for these measures are provided. We also present scalability

results for SMARTA.

The results presented in this section were produced on the Viking Beowulf Linux clus-
ter with 64 dual-processor nodes. Each node has two Intel Xeon 2.0GHz processors
and 2GB of RAM. The nodes are connected by a Myrinet network with a peak through-
put of 2Gbps.

8.2.1 Transient Analysis

Fig. 8.7 shows the transient state distribution for the transit of five voters from place
p1 10 po In system 3 {06 540 states) of the Voting model. We can pose performance

guestions about the transient behaviour of the system using eCSL, for example:

Sat(p1[60] A ps[25] A ps[4]) = Ty, (p2l5)

This asks the question: does the probability of having processed exactly 5 voters (rep-

resented by the movement of 5 tokens frpirto p,) stay below 0.18 for the first 50
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Fig. 8.7. Transient and steady-state values in Voting system 3, for the transit of 5 voters from the initial
marking to places.

seconds of the operation of the system? By inspection of Fig. 8.7, we can see that it
does.

This graph can be compared with the results from the much smaller example shown in
Fig. 4.15. There is a more noticeable separation between the first two peaks in Fig. 8.7

as there are many more voters to be processed (60 rather than 18).

8.2.2 Passage Time Analysis

Fig. 8.8 shows the density of the time taken to process 300 voters (as given by the
passage of 300 tokens from plageto p,) in system 8 {0 991 400 states) of the Voting
model. Numerical calculation of the density required 15 hours and 7 minutes using 64
slave processors (in 8 groups of 8) for thet3doints plotted. Our algorithm evaluated
L;:(s) at1023 s-points, each of which involved manipulating sparse matrices of rank
10999 140. The curve is validated against the combined results from 10 simulations,
each of which consisted of 1 billion transition firings. Despite this large simulation

effort, we still observe wide confidence intervals (probably because of the rarity of
cource states)
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Fig. 8.8.Numerical and simulated (with 95% confidence intervals) density for the time taken to process

300 voters in the Voting model system 8 (10.9 million states).
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Fig. 8.9. Cumulative distribution function and quantile of the time taken to process 300 voters in the

Voting model system 8 (10.9 million states).
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Fig. 8.10.Numerical and simulated (with 95% confidence intervals) density for the time taken to process

100 reads and 50 page updates in the Web-server model system 6 (15.4 million states).
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Fig. 8.11. Cumulative distribution function and quantile of the time taken to process 100 reads and 50

page updates in the Web-server model system 6 (15.4 million states).
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Fig. 8.9 is a cumulative distribution for the same passage as Fig. 8.8, which again

allows us to extract reliability quantiles. For instance:
IP(system 8 can process 300 voters in less than 730 secendl9876
In eCSL, this query would satisfy:

Sat(p1[300] A ps[80] A ps[10]) = Plg g (p2[300])

Fig. 8.10 shows the density of the time taken to perform 100 reads and 50 page updates
in the Web-server model @5 445919 states). Calculation of the 35points plotted
required 2 days, 17 hours and 30 minutes using 64 slave processors (in 8 groups of
8). Our algorithm evaluated;;(s) at 1155 s-points, each of which involved manip-
ulating sparse matrices of rarik 445919. Again, the numerical result is validated
against the combined results from 10 simulations, each of which consisted of 1 billion
transition firings. We observe excellent agreement. Fig. 8.11 shows the corresponding
cumulative distribution function with a reliability quantile superimposed, in this case

showing:
IP(system 6 can process 100 reads and 50 page updates in less than 700) se¢bHeis3
In eCSL, this query would satisfy:

Sat (p1 [100] A ps[50]) = Pl ge (p2[100] A pa[50])

8.2.3 SMARTA Scalability

Table 8.4 and Figs. 8.12, 8.13 and 8.14 display the performance of the hypergraph-
partitioned sparse matrix—vector multiplication operations on the Viking Beowulf clus-
ter. They show good scalability with a linear speedup trend, which is unusual in prob-
lems of this nature. This is because the hypergraph partitioning minimises the amount
of data which must be exchanged between processors. The efficiency is not 100% in
all cases, however, as even this reduced amount of inter-node communication imposes

an overhead and computational load is not perfectly balanced.
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Processors Time (s) | Speedup Efficiency
1 3968.07 1.00 1.00
2 2199.98 1.80 0.902
4 1122.97 3.53 0.883
8 594.07 6.68 0.835
16 320.19 12.39 0.775
32 188.14 21.09 0.659

Table 8.4.Run-time, speedup and efficiency of performing hypergraph-partitioned sparse matrix—vector
multiplication across 1 to 32 processors. Calculated foR#9e760 state Voting model for 165-points

on the Viking Beowulf cluster.

Processors Time (s) | Speedup Efficiency

32 x1 150.13 | 26.43 0.830
16 x 2 159.55 | 24.87 0.777
8 x4 162.13 | 24.47 0.765
4x8 165.24 | 24.01 0.750
2 x 16 173.76 | 22.84 0.714
1 x 32 188.14 | 21.09 0.659

Table 8.5. Run-time, speedup and efficiency using 32 slave processors divided into various different
size sub-clusters. Calculated for th 760 state Voting model for 165-points on the Viking Beowulf

cluster.
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Fig. 8.12. Run-time of hypergraph-partitioned sparse matrix—vector multiplication. Calculated for the

249 760 state Voting model for 165-points on the Viking Beowulf cluster.
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Fig. 8.13. Speedup of hypergraph-partitioned sparse matrix—vector multiplication. Calculated for the

249 760 state Voting model for 165-points on the Viking Beowulf cluster.
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Fig. 8.14. Efficiency of hypergraph-partitioned sparse matrix—vector multiplication. Calculated for the

249 760 state Voting model for 165-points on the Viking Beowulf cluster.
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Fig. 8.15. Run-time of hypergraph-partitioned sparse matrix—vector multiplication when using 32 pro-
cessors in groups of varying sizes. Calculated for®760 state Voting model for 165-points on

the Viking Beowulf cluster.
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Fig. 8.16. Speedup of hypergraph-partitioned sparse matrix—vector multiplication when using 32 pro-

cessors in groups of varying sizes. Calculated for#fe760 state Voting model for 165-points.
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cessors in groups of varying sizes. Calculated for2t@760 state Voting model for 165-points on

the Viking Beowulf cluster.
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Table 8.5 and Figs. 8.15, 8.16 and 8.17 show the hypergraph scalability in the case
where 32 slave processors were divided into various size sub-clusters (32 groups of 1,
16 groups of 2, 8 groups of 4, and so on). This was to measure the benefit to be gained
from adding extra groups to drasspoints from the global work queue versus doing the
computation across larger groups of slave processors (which may be necessary when
the state space of the model under analysis is very large). The efficiency decreases as
the number of groups decreases. Note, however, that with run-times of between 150
and 188 seconds, there is still a dramatic improvement over the run-time on a single
slave processoB068 seconds) regardless of the group size employed. These results
suggest that, given a fixed number of slave processors, it is best to allocate them into
the smallest size subgroups (that is, to maximise the number of groups drawing from
the global work-queue) subject to the constraints imposed by the size of the model and

the memory available on each processor.



Chapter 9

Conclusion

9.1 Summary of Achievements

This thesis has explored the numerical computation of passage time densities and
qguantiles in large Markov and semi-Markov models. Prior work in this area has fo-
cused mainly on the analysis of Markov systems using the two techniques described in
Chapter 3, viz. the Laplace transform method and uniformization. Previous attempts
to analyse semi-Markov models have, however, been stymied by the complexity of
representing the generally-distributed state sojourn-time functions in a space-efficient
manner. This thesis rectifies this by presenting techniques which enable the computa-
tion of passage time densities and quantiles in Markov and semi-Markov models with

state-spaces df)” states and above.

The key contribution of this thesis is the iterative passage time analysis algorithm de-
scribed in Chapter 4. This calculates the Laplace transform of the passage time quan-
tity by convolving the Laplace transforms of the state holding-times across all possible
paths between source and target states. This Laplace transform is then inverted using
numerical inversion techniques to yield the value of the density or quantile function at
a range of user-specified time points. This iterative algorithm has also been extended

to permit the efficient calculation of transient state distributions.

It is possible to adopt an efficient representation scheme for the state holding-time
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functions because of the way in which the numerical Laplace transform inversion
algorithms work. In order to calculate the value of a functjt{n) at a range ot-

points, both the Euler and the Laguerre methods require the value of the corresponding
Laplace transforny*(s) at a range o§-points, and these-points can be determined

in advance and do not change during inversion. Rather than attempt to maintain full
symbolic representations of the state holding-time functions and of their convolutions,
therefore, we instead only store the values of the functions at thesits. This

requires constant storage space regardless of the number of convolutions performed.

Two techniques were investigated to deal with the high memory consumption and
long run-times experienced when analysing very large models. The first approach was
to perform passage time analysis in parallel. This takes advantage of the distributed
memory of a cluster of workstations or parallel computer to store the very large tran-
sition matrices. Furthermore, parallel computation offers the potential to perform this
analysis faster than would be possible on a single machine. Central to the efficiency
of this approach is the way in which non-zero elements of the matrix are assigned to
the processors involved. As communication is very expensive in parallel computa-
tion (compared to local computation), it is vital that these non-zeros be assigned such
that the communication required between processors at the beginning of each itera-
tion is as small as possible. This is achieved by applying hypergraph partitioning to
the matrix. Experimental comparison with simple row-striped partitioning shows that

hypergraph-partitioned sparse matrix—vector multiplication is faster and scales better.

The second approach explored was to reduce the size of the model’s state-space (and
hence the dimensions of its transition matrix) by aggregating states together in such a
way that sojourn-time distribution information is preserved. An algorithm for semi-
Markov processes which achieves this was implemented and then evaluated on a vari-
ety of different size models. We observed that a tension exists between attempting to
minimise the fill-in of the matrix (as states are aggregated, new transitions are created)
and trying to keep low the number of aggregation operations (convolution, branching
and cycle removals) which have to be performed. Aggregating states results in fill-in

of the matrix and consequently makes it more dense, but attempting to avoid or delay
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this results in an increase in the number of aggregation operations performed. The
order in which states are selected for aggregation has a significant impact on the be-
haviour of the algorithm — in particular, choosing states with the smallest number of
paths through them delays the observed explosion in the number of aggregation opera-
tions the longest while keeping matrix density low. We also investigated the feasibility
of performing aggregation in parallel. We noted that it is important to ensure that the
number of non-zeros in the final aggregated matrix does not exceed the number in the
original matrix, even if the dimensions of the aggregated matrix are much smaller than

the original matrix.

In order to describe large semi-Markov models succinctly, we have devised a high-
level modelling formalism called Semi-Markov Stochastic Petri Nets (SM-SPNs). This
is an extension of stochastic Petri nets which includes transitions with generally-
distributed firing delays. In the event that two or more general transitions are con-
currently enabled, the selection of the next to fire is done by probabilistic choice
and the delay is then sampled from that transition’s firing distribution. This means
that the underlying stochastic process is isomorphic to a semi-Markov chain. While
SM-SPNs do not attempt to model true Generalised Semi-Markov Process-style con-
currency, they do support Markovian concurrency provided that generally-distributed

(non-exponential) transitions are exclusively enabled.

We have also presented a language for the framing of performance queries about semi-
Markov models in a rigorous manner. This extended Continuous Stochastic Logic
(eCSL) permits the construction of steady-state, transient and passage time questions
at the SM-SPN level (i.e. in terms of the markings of the places in an SM-SPN) rather
than in terms of the states of the underlying SMP. We believe this is a more natural

mode of expression for performance modellers.

We have drawn on the work described above and on the DNAmaca steady-state Markov
chain analyser to implement three analysis tools. HYDRA (HYpergraph-based Dis-
tributed Response Time Analyser) uses uniformization and hypergraph partitioning to
analyse very large Markov models for transient and passage time quantities. SMCA

(Semi-Markov Chain Analyser) is a steady-state analyser for large semi-Markov mod-
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els. Finally, SMARTA (Semi-MArkov Response Time Analyser) uses the iterative
algorithm and numerical Laplace transform inversion to compute the passage time
measure of interest in very large semi-Markov models. Using these tools, passage
time density and quantile results have been calculated for Markov and semi-Markov
models with up to 15.4 million states. The HYDRA and SMARTA are shown to scale

well, especially on architectures with fast interconnection networks.

9.2 Applications

In this section we discuss the applicability of the contributions of this thesis to the area

of performance analysis.

As described in the introduction to this thesis, response time targets can be found in
many areas. It would be interesting to apply the tools and techniques presented here
to models other than those of computer and communication systems. One such area
could be the modelling of accident and emergency units in NHS hospitals. These
departments aim to see 90% of patients within 4 hours of admission and at present
collect a large amount of data about patient waiting times. With access to this data it
could be possible to model and then investigate their performance using the techniques
described here. This would allow predictions of resource utilisation and patient waiting
times to be made, which could then be used to target bottlenecks and hence improve
response times. It would also allow the potential impact of different resource allocation
decisions (including extra staff or equipment) to be investigated. Indeed, such analysis
need not be restricted solely to A&E departments, but could also applied to other areas

such as ambulance services and out-patient clinics.

The examples presented in this thesis indicate that numerical Laplace transform in-
version is a viable technique for recoverirfgt) from f*(s) for a broad range of
probability distributions. This could be of use in other areas of performance analy-
sis where analytical results are expressed in terms of Laplace transforms which cannot
be symbolically inverted (e.g. the sojourn time distribution in an MM CPP/GE/c G-
Queue [69]).
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Our investigations have demonstrated that hypergraph partitioning is an efficient ma-
trix partitioning scheme for sparse matrix—vector multiplication. It is used here in
parallel computation of response time densities, but it could also be applied to parallel
steady-state solution of very large Markov chains. A number of such parallel tools al-
ready exist, but to the best of our knowledge do not make use of partitioning schemes
which minimise communication. It would be interesting to see what the effect of its

adoption would be on their run-times and scalability.

9.3 Future Work

There are a number of possible extensions to the work presented in this thesis. By
implementing a fully parallel pipeline with parallel state-space generation, steady-state
solution and hypergraph partitioning, the size of models which can analysed could be
increased further, perhaps even ud®d states. It is worth noting, however, that even

on the fastest hardware currently available the time taken to perform the passage time
analysis on such models would be prohibitive. For the 15.4 million state semi-Markov
model analysed in this thesis, it took nearly three days to compute the passage time

densities on 64 2GHz Intel Xeon machines using SMARTA.

Another area of future research could be the graphical specification and automatic
translation of eCSL queries into the modified DNAmaca input language. At present,
the user must manually convert eCSL formulae into passage time specifications, with

the possibility for error which that entails.

The parallel aggregation algorithm merits further investigation. From the results pre-
sented in Table 5.5, the algorithm offers the ability to aggregate a large proportion
of a state-space without the need for interprocessor communication. More research
is needed, however, on determining how much of the state-space can be aggregated
without introducing so many new non-zeros that the aggregated matrix actually con-
tains more than the original. Also, the cost of aggregating and solving the aggregated

matrix needs to be compared with solving the original matrix.

It would be interesting to investigate a compositional approach to passage time analy-
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sis. This would be well suited to stochastic process algebra models, and would involve
computing passage time densities in subcomponents which would then be combined to
yield an overall passage time density. Such an approach would have the benefit that the
passage time analysis of the individual components should be faster than analysis of
the whole system as the sum of state-spaces of the individual components will usually
be much smaller than the total state-space of the entire model. Research would need to
be undertaken, however, into exactly how the results from components should be com-

bined to give system-level results, and how good an approximation can be achieved.

Finally, the semi-Markov chains analysed in this thesis do not model true concurrency
in the case where multiple concurrently-enabled general transitions exist. While this
is acceptable in certain situations, it can only be an approximation to genuine con-
currency. Some formalisms (such as Deterministic and Stochastic Petri Nets [96]) do
model true concurrency in the presence of concurrent non-exponential (although not
necessarily fully general) transitions but the computations required even to calculate
the steady-state probabilities are complex. An obvious extension of the work presented
in this thesis would therefore be the computation of passage time densities and quan-

tiles in true-concurrency models with multiple concurrently-enabled non-exponential

transitions.



Appendix A

Models

This appendix gives full details of the five high-level models which are referred to in
the main text. These are a GSPN model of communications protocol, a GSPN model
of a manufacturing system, a tree-like queueing network, an SM-SPN model of an
electronic voting system and an SM-SPN model of a parallel web-server. In each case,

we provide the full specification of the model in the language described in Chapter 6.

A.1 Courier Communications Protocol

The GSPN shown in Fig. A.1 (originally presented in [125]) models the 1SO Appli-
cation, Session and Transport layers of the Courier sliding-window communication
protocol. Data flows from a sender, (t0 psg) to a receiver fs7 t0 pys) via a network.

The sender’s transport layer fragments outgoing data packets; this is modelled as two
paths betweeps andps;. The path viats carries all fragments before the last one
through the network t@s;. Acknowledgements for these fragments are sent back to
the sender (as signalled by the arrival of a tokerpgy), but no data is delivered to

the higher layers on the receiver side. The pathyarries the last fragment of each
message block. Acknowledgements for these fragments are generated and a data token

is delivered to higher receiver layers viga.

The average number of data packets sent is determined by the ratio of the weights on
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Fig. A.1. The Courier communications protocol GSPN model [125].
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the immediate transitiong andt¢y. This ratio, known as the fragmentation ratio, is
given byq; : ¢; (Whereq; andg, are the weights associated with transitionandtg
respectively). This number of data packets is geometrically distributed, with parameter

¢1/(q1 + g2). In our case study, we use a fragmentation ratio of one.

The transport layer is further characterised by two important parameters: the sliding
window sizen (p14) and the transport space (p;7). For our example, we set = 1
andn = 1.The transition ratesl,r2,...,710 used in the original model [125] were

obtained by benchmarking a working implementation of the protocol.

\model{

\constant{nn}{1}
\constant{mm}1}

\constant{r1}{(5000.0/0.57)}
\constant{r2}{(5000.0/4.97)}
\constant{r3}{(5000.0/1.09)}
\constant{r4}{(5000.0/10.37)}
\constant{r5}{(5000.0/4.29)}
\constant{r6}{(5000.0/0.39)}
\constant{r7}{(5000.0/0.68)}
\constant{r8}{(5000.0/2.88)}
\constant{r9}{(5000.0/3.45)}
\constant{r10}{(5000.0/1.25)}

\constant{q1}{1.0}
\constant{g2}{1.0}

\statevector{
\type{short}{ p1, p2, p3, p4, p5 p6, p8, p9, plo }
\type{short}{ pl1, pl2, p13, pl4, pl5, pl6, pl7, pl8, pl9 }
\type{short}{ p20, p21, p22, p23, p24, p25, p26, p27, p28 }
\type{short{ p29, p30, p31, p32, p33, p34, p35, p36, p37 }
\type{short{ p38, p39, p40, p4l, p42, p43, p44, pa5, p46 }

}

\initial{
pl = p3 = p6 = pl0 = pl12 = p32 = 1,
p37 = p39 = p4l = pd44d = pd46 = 1,
p2 = p4 = p5 = p8 =p9 = pll = 0O;
pl3 = pl15 = pl6 = pl8 = pl9 = O;
p20 = p21 = p22 = p23 = p24 = p25 = O;
p26 = p27 = p28 = p29 = 0O;
p30 = p31 = p33 = p34 = p35 = p36 = O;
p38 = p40 = p42 = p43 = p45 = 0;
pl4 = nn; pl7 = mm,

}

\transition{t1}
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\condition{pl > 0}

\action{next->pl = pl - 1; next->p2 = p2 + 1;}
\rate{r7}
}
\transition{t2}{
\condition{p2 > 0 && p3 > 0}
\action{next->p2 = p2 - 1; next->p3 = p3 - 1;
next->pl = pl + 1; next->p4 = p4 + 1;}
\weight{1.0}
}
\transition{t3}{
\condition{p4 > 0 && p6 > 0}
\action{next->p4 = p4 - 1; next->p6 = p6 - 1;
next->p3 = p3 + 1; next->p5 = p5 + 1;}
\rate{r1}
}
\transition{t4}{
\condition{p5 > 0}
\action{next->p5 = p5 - 1; next->p8 = p8 + 1;}
\rate{r2}
}
\transition{t5}{
\condition{p8 > 0 && pl0 > 0}
\action{next->p8 = p8 - 1; next->pl0 = pl0 - 1;
next->p6 = p6 + 1; next->p9 = p9 + 1;}
\weight{1.0}
}
\transition{t6}{
\condition{p9 > 0 && pl12 > 0 && pl7 > 0}
\action{next->p9 = p9 - 1; next->pl2 = pl2 - 1;
next->pl7 = pl7 - 1; next->p1l0 = pl0 + 1,
next->pll = pll1 + 1;}
\rate{r1}
}
\transition{t7}{
\condition{p11 > 0}
\action{next->p11l = pll - 1; next->pl2 = pl2 + 1;
next->pl3 = pl3 + 1;}
\rate{r8}
}
\transition{t8}
\condition{p1l2 > 0 && pl3 > 0 && pl4 > 0}
\action{next->p12 = pl2 - 1; next->pl4 = pl4d - 1;
next->pl5 = pl5 + 1;}
\weight{q1}
}

\transition{t9}
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\condition{pl2 > 0 && pl1l3 > 0 && pl4 > 0}
\action{next->p12 = pl1l2 - 1; next->pl3 = pl3 - 1;
next->pl4 = pl4 - 1; next->pl6é = pl6é + 1;}

\weight{g2}
}
\transition{t10K
\condition{p15 > 0}
\action{next->p15 = pl15 - 1; next->pl2 = pl2 + 1;
next->pl8 = pl18 + 1;}
\rate{r5}
}
\transition{t11}
\condition{p16 > 0}
\action{next->p16 = pl16 - 1; next->pl2 = pl2 + 1,
next->pl9 = pl9 + 1;}
\rate{r5}
}
\transition{t12}{
\condition{p20 > 0}
\action{next->p20 = p20 - 1; next->pl4 = pld + 1,
next->pl2 = pl2 + 1;}
\rate{r3}
}
\transition{t13K
\condition{p12 > 0 && pl8 > 0}
\action{next->p12 = p12 - 1; next->pl8 = p18 - 1;
next->p21 = p21 + 1;}
\weight{1.0}
}
\transition{t14}{
\condition{p12 > 0 && pl9 > 0}
\action{next->p12 = pl12 - 1; next->pl9 = pl9 - 1;
next->p22 = p22 + 1;}
\weight{1.0}
}
\transition{t15}
\condition{p12 > 0 && p23 > 0}
\action{next->p12 = pl2 - 1; next->p23 = p23 - 1;
next->p20 = p20 + 1;}
\weight{1.0}
}
\transition{t16}{

\condition{p21 > 0}
\action{next->p21 = p21 - 1; next->pl2 = pl2 + 1;
next->p24 = p24 + 1;}
\rate{r6}
}
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\transition{t17}
\condition{p22 > 0}
\action{next->p22 = p22 - 1; next->pl2 = pl2 + 1;
next->pl7 = pl7 + 1, next->p25 = p25 + 1;}

\rate{r6}
}
\transition{t18}
\condition{p26 > 0}
\action{next->p26 = p26 - 1; next->p23 = p23 + 1;}
\rate{r4}
}
\transition{t19}
\condition{p27 > 0}
\action{next->p27 = p27 - 1; next->p32 = p32 + 1;
next->p26 = p26 + 1;}
\rate{r3}
}
\transition{t20H
\condition{p24 > 0}
\action{next->p24 = p24 - 1; next->p28 = p28 + 1;}
\rate{r4}
}
\transition{t21}{
\condition{p25 > 0}
\action{next->p25 = p25 - 1; next->p29 = p29 + 1;}
\rate{r4}
}
\transition{t22}{
\condition{p32 > 0 && p33 > 0}
\action{next->p32 = p32 - 1; next->p33 = p33 - 1;
next->p27 = p27 + 1;}
\weight{1.0}
}
\transition{t23}
\condition{p32 > 0 && p28 > 0}
\action{next->p32 = p32 - 1; next->p28 = p28 - 1;
next->p30 = p30 + 1;}
\weight{1.0}
}
\transition{t24}{
\condition{p32 > 0 && p29 > 0}
\action{next->p32 = p32 - 1; next->p29 = p29 - 1,
next->p31 = p31 + 1;}
\weight{1.0}
}
\transition{t25}

\condition{p30 > 0}
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\action{next->p30 = p30 - 1; next->p32 = p32 + 1,
next->p33 = p33 + 1;}

\rate{r5}
}
\transition{t26}{
\condition{p31 > 0}
\action{next->p31 = p31 - 1; next->p34 = p34 + 1;
next->p32 = p32 + 1;}
\rate{r5}
}
\transition{t27}{
\condition{p34 > 0 && p32 > 0}
\action{next->p34 = p34 - 1; next->p32 = p32 - 1,
next->p33 = p33 + 1; next->p35 = p35 + 1;}
\weight{1.0}
}
\transition{t28}
\condition{p35 > 0 && p37 > 0}
\action{next->p35 = p35 - 1; next->p37 = p37 - 1;
next->p32 = p32 + 1; next->p36 = p36 + 1;}
\rate{r9}
}
\transition{t29}
\condition{p36 > 0 && p39 > 0}
\action{next->p36 = p36 - 1; next->p39 = p39 - 1,
next->p38 = p38 + 1; next->p37 = p37 + 1;}
\weight{1.0}
}
\transition{t30}
\condition{p4l > 0 && p38 > 0}
\action{next->p41 = p4l - 1; next->p38 = p38 - 1,
next->p39 = p39 + 1; next->p40 = p40 + 1;}
\rate{r1}
}
\transition{t31}
\condition{p40 > 0}
\action{next->p40 = p40 - 1; next->p42 = p42 + 1;}
\rate{r2}
}
\transition{t32}{
\condition{p42 > 0 && p44 > 0}
\action{next->p42 = p42 - 1; next->pd44 = pd4d - 1;
next->p43 = p43 + 1; next->p4l = p4l + 1;}
\weight{1.0}
}
\transition{t33}

\condition{p43 > 0 && p46 > 0}
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\action{next->p43 = p43 - 1; next->p46 = p46 - 1;
next->p44 = p44 + 1; next->p45 = p45 + 1;}
\rate{r1}
}

\transition{t34}
\condition{p45 > 0}
\action{next->p45 = p45 - 1; next->p46 = p46 + 1;}
\rate{r10}
}
}

A.2 Flexible Manufacturing System

tP1s

#(P1s) #(P1s)

tP12M3
P12s

#P12s) /7
\_/

P12M3 I P12wM3

O

\

tP3M2

#(P3s)

#(P3s)

Fig. A.2. The GSPN model of a Flexible Manufacturing System [41].
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Fig. A.2 shows a 22-place GSPN model of a flexible manufacturing system [41]. The
model describes an assembly line with three types of machiWds (/2 and M 3)
which assemble four types of partB1, P2, P3 and P12). Initially, there arek un-
processed parts of each typa, P2 and P3 in the system. There are no parts of type
P12 at start-up since these are assembled from processed parts éttygrel P2 by

the machines of typ@d/3. When parts of any type are finished, they are stored for

shipping on place#1s, P2s, P3s and P12s.

\model{
\constant{kk}{7}

\statevector{
\type{short{P1, P1wM1, P1M1, P1d, Pls, M1, P1wP2}
\type{shorti{P12s, P12M3, M3, P12wM3, P12}
\type{short{P2, P2wM2, P2M2, M2, P2d, P2s, P2wP1}
\type{short{P3, P3M2, P3s}

}

\initia
P1 = kk; PIwM1l = 0; PIM1 = 0; P1d = 0; P1ls = 0; M1 = 3;
PiwP2 = 0; P12s = 0; P12M3 = 0; M3 = 2; P12wM3 = O;
P12 = 0; P2 = kk; P2wM2 = 0; P2M2 = 0; M2 = 1; P2d = 0O;
P2s = 0; P2wP1 = 0; P3 = kk; P3M2 = 0; P3s = O;

}

\transition{tP1s}

\condition{P1s > 0}
\action{next->P1s = 0; next->P1 += P1s;}
\rate{1.0}

}

\transition{tP1}{
\condition{P1 > 0}
\action{next->P1 = P1 - 1; next->P1lwM1l = P1wM1 + 1;}

\rate{1.0}
}
\transition{tM1}
\condition{(P1lwM1 > 0) && (M1 > 0)}
\action{next->P1wM1 = P1wM1l - 1; next->M1 = M1 - 1;
next->P1M1 = P1M1 + 1;}
\weight{1.0}
}
\transition{tP1M1}K

\condition{P1M1 > 0}

\action{next->P1M1 = P1M1 - 1; next->M1 = M1 + 1;
next->P1d = P1d + 1;}

\rate{1.0}
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}

\transition{tP1e}
\condition{P1d > 0}
\action{next->P1d = P1d - 1; next->Pls = next->P1ls + 1;}
\weight{1.0}

}

\transition{tP1j{
\condition{P1d > 0}

\action{next->P1d = P1d - 1; next->P1wP2 = next->P1wP2 + 1;}
\weight{1.0}

}

\transition{tP12s}
\condition{P12s > 0}

\action{next->P12s = 0; next->P1 = P1 + P12s;

next->P2 = P2 + P12s;}
\rate{1.0}

}

\transition{tP12M3}{
\condition{P12M3 > 0}

\action{next->P12M3 = P12M3 - 1; next->P12s = P12s + 1;
next->M3 = M3 + 1;}
\rate{1.0}
}

\transition{tM3}{

\condition{(M3 > 0) && (P12wM3 > 0)}
\action{next->P12wM3 = P12wM3 - 1; next->M3

next->P12M3 = P12M3 + 1;}
\weight{1.0}

M3 - 1;
}

\transition{tP12}{
\condition{P12 > 0}

\action{next->P12 = P12 - 1; next->P12wM3 = P12wM3 + 1;}
\rate{1.0}

}

\transition{tx}{
\condition{(P1wP2 > 0) && (P2wP1 > 0)}

\action{next->P1wP2 = P1wP2 - 1; next->P2wP1 = P2wP1l - 1;
next->P12 = P12 + 1;}

\weight{1.0}

}

\transition{tP2}{
\condition{P2 > 0}

\action{next->P2 = P2 - 1; next->P2wM2 = P2wM2 + 1;}
\rate{1.0}

}

\transition{tM2K
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\condition{(P2wM2 > 0) && (M2 > 0)}
\action{next->P2wM2 = P2wM2 - 1; next->M2 = M2 - 1;
next->P2M2 = P2M2 + 1;}
\weight{1.0}
}

\transition{tP2M2}{
\condition{P2M2 > 0}
\action{next->P2M2 = P2M2 - 1; next->P2d = P2d + 1,
next->M2 = M2 + 1;}
\rate{1.0}
}

\transition{tP2j}{
\condition{P2d > 0}
\action{next->P2d = P2d - 1; next->P2wP1 = P2wP1l + 1;}
\weight{1.0}

}

\transition{tP2e}{
\condition{P2d > 0}
\action{next->P2d = P2d - 1; next->P2s = P2s + 1;}
\weight{1.0}

}

\transition{t2Ps}{
\condition{P2s > 0}
\action{next->P2s = 0; next->P2 = P2 + P2s; }
\rate{1.0}

}

\transition{tP3}{
\condition{P3 > 0}
\action{next->P3 = P3 - 1; next->P3M2 = P3M2 + 1;}
\rate{1.0}

}

\transition{tP3M2}{
\condition{(M2 > 0) && (P3M2 > 0)}
\action{next->P3M2 = P3M2 - 1; next->P3s = P3s + 1;}
\rate{1.0}

}

\transition{tP3s}{
\condition{P3s > 0}
\action{next->P3s = 0; next->P3 = P3 + P3s;}
\rate{1.0}
}
}
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ql
pl12 p13 pl4
oL O

Fig. A.3. The tree-like queueing network [68, 70].
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A.3 Tree-like Queueing Network

Fig. A.3 shows atree-like queueing network which has six servers withirates | 1
and non-zero routing probabilities as shown. Thus the visitation tates. , vs for
servers 1 to 6 are respectively proportional t: p12, pi3, P, pi2, pa. FOr

this example, we sefty, po, 13, fa, 15, 6} = {3,5,4,6,2,1} and{pi2, p13, p14} =
{0.2,0.5,0.3}.

Analytical results for the cycle time density in this type of overtake-free, tree-like
gueueing network withd/ servers and populatiomare known [68, 70]. In particular,

if the servers in an overtake-free path2, ..., m) (m < M) have distinct service rates

11, Ma, ---, m, the passage time density function, conditional on the choice of path, is

m C

i et (vjt)
%1 ZZGmn—c—l > )Z K™, 1)
c=0

= [icizjcm (b — 11 - (c—1)!

whereK™(j,1), G,(n — ¢ — 1) andG(n — 1) are normalising constants that may be

1=

computed efficiently by Buzen’s algorithm [33]. If we define the recursive fundtjon

for real vectory = (y1,...,y,) and integers, b (0 <a < M, 0<b< N —1) by:
k(y,a,b) = k(y,a—1,b) + yak(y,a,b—=1) (a,b>0)
k(y.a,0) = 1 (a>0)

k(y,0,b) = 0 (b>0)

then:
Gn(l) = k(xp,M—m,l) (0<I1<n-1)
Gn—1) = k(x,M,n—1)
K™, l) = k(w;,m—1,0)
with x; = v; /s, x = (21, ..., Zm), X = (X1, - .-, ) @nd, forl < j < m,

(ve = v3)/ (e — 15) ifl1<k<j
(W) = L

(Vi1 — v5) /(s — ) 1 j <k <m
To compute the cycle time density in this network in terms of its underlying Markov

Chain using the uniformization technique described in this thesis requires the state
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vector to be augmented by 4 extra components so that a “tagged” customer can be
followed through the system. The extra components are: the queue containing the
tagged customer, the position of the tagged customer in that queeith £ > 0),

the cycle sequence numhbefan alternating bit, flipped whenever the tagged customer

joins ¢1) and a flagy indicating whether or not a passage has started.

\model{
\constant{NN}16}

\constant{MM}{6}

\constant{MU1}{3.0}
\constant{MU2}{5.0}
\constant{MU3}{4.0}
\constant{MU4}{6.0}
\constant{MU5}2.0}
\constant{MU6}{1.0}

\constant{P1}{0.2}
\constant{P2}{0.5}
\constant{P3}0.3}

\statevector{\type{int{nl, n2, n3, n4, n5, n6, m, k, c, p}}

\initial{
nl = NN; n2=n3=n4=n5=n6=0, m=1;, k=NN-1;
c=0p=0;

}

\transition{q1_g2_service}{
\condition{n1 > 0}

\action{
next->nl = nl - 1;
next->n2 = n2 + 1;
next->p = 1,
if (m==1) {
if (K)
next->k = k - 1;
else {
next->m = 2;
next->k = n2;
}
}
}
\rate{MU1*P1/(P1+P2+P3)}

}

\transition{gql_q3_service}{
\condition{n1 > 0}

\action{
next->nl = nl - 1;
next->n3 = n3 + 1;
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next->p = 1,
if (m==1) {
if (k)
next->k = k - 1;
else {
next->m = 3;
next->k = n3;
}
}
}
\rate{MU1*P2/(P1+P2+P3)}

}

\transition{ql_q4 service}{
\condition{n1 > 0}
\action{

next->nl = nl - 1;
next->n4 = n4 + 1,
next->p = 1,

next->k = k - 1;
else {

next->m

next->k

= 4;
= n4,
}
}
}
\rate{MU1*P3/(P1+P2+P3)}

}

\transition{q2_q5_service}{
\condition{n2 > 0}
\action{

next->n2 n2 - 1,
next->n5 n5 + 1,
next->p = 1,
if (m==2) {
if (k)
next->k = k - 1;
else {
next->m
next->k

= 5,
= n5;
}
}
}
\rate{MU2}

}

\transition{g3_qg1_service}{
\condition{n3 > 0}
\action{

next->n3
next->nl
if (m==3) {

n3 - 1;
nl + 1;
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if (k)
next->k = k - 1;

else {
next->m =
next->k
next->c
next->p

1;
ni;

Ic;
0;
}
}
}
\rate{MU3}

}

\transition{g4_q6_service}{
\condition{n4 > 0}
\action{

next->n4 = n4 - 1;
next->n6 = n6 + 1,
next->p = 1,

next->k = k - 1;
else {
next->m = 6;
next->k = n6;
}
}
}
\rate{MU4}
}

\transition{g5_q1_service}{
\condition{n5 > 0}
\action{

next->n5
next->nl
if (m==5) {
if (k)
next->k = k - 1;
else {
next->m =
next->k
next->c
next->p

}

n5 - 1;
nl + 1;

1;
nl;
Ic;
0;

}
}
\rate{MU5}

}

\transition{g6_q1_service}{
\condition{n6 > 0}

\action{
next->n6 = n6 - 1;
next->nl = nl + 1;
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if (m==6) {
if (k)
next->k = k - 1;
else {
next->m = 1;
next->k = nl;
next->c = Ic;
next->p = 0;
}
}
}
\rate{MUG}

}
}

A.4 \Voting Model

(t5, 1.0, 2, 0.8 x uni(1.5,10,s) + 0.2 x erl(0.2,5,s)) (t3, 0.05, 1, exp(1.5,s))

voters
p7

(t0, 1.0,/2, det(0,s))

servers

02 (t8, 1.0, 2, gam(0.1,12.337,s))

(t7, 1.0, 1, uni(2.0,3.0,s))

Fig. A.4. The Voting Model SM-SPN [24].

Fig. A.4 shows an SM-SPN model of a distributed voting system [24, 28, 29]. Voting
agents vote asynchronously, moving from plageo p, as they do so. A restricted
number of polling units which receive their votes trartsifrom placeps to place

ps. At ty, the vote is registered with as many central voting units as are currently

operational irps.

The system is considered to be in a failure mode if either all the polling units have
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System| CC | MM | NN States
1 11 7 4 2081
2 22 7 4 4050
3 60 | 25 4 106 540
4 100| 30 4 249760
5 125| 40 4 541 280
6 150| 40 5 778850
7 175| 45 5 1140050
8 300| 80 | 10 | 10991400

Table A.1. Number of states generated by the Voting model SM-SPN in terms of the number of voters
(CC), polling units (M M) and central voting units\( V).

failed and are irp; or all the central voting units have failed and arepin If either

of these complete failures occur, then a high priority repair is performed, which resets
the failed units to a fully operational state. If some (but not all) the polling or voting
units fail, they attempt self-recovery. The system will continue to function as long as

at least one polling unit and one voting unit remain operational.

There are several voter§,C, a limited number of polling units)/ M, and a smaller
number of central voting unitsy N. The size of the underlying semi-Markov chain

can be varied by altering these three parameters as shown in Table A.1.

\model

%booths
\constant{MM}12}
%servers
\constant{NN}4}
%voters
\constant{CC}22}

\statevector{

\type{shorty{ pl, p2, p3, p4, p5, p6, p7 }
}

\initial{
pl = CC; p2 = 0; p3 = MM; p4 = 0; p5S = NN; p6 = 0; p7 = 0;
}
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\transition{t1

}

\condition{pl > 0 &&
\action{next->p1l = pl
next->p3 =
\weight{1.0}
\priority{1}
\sojourntimeLT{ return

\transition{t2}{

}

\condition{p4 > 0 &&
\action{next->p3 = p3
\weight{1.0}
\priority{1}
\sojourntimeLT{ return

\transition{t3}{

}

\condition{p3 > 0}
\action{next->p3 = p3
\weight{0.05}
\priority{1}
\sojourntimeLT{ return

\transition{t4}{

}

\condition{p7 > 0}
\action{next->p3 = p3
\weight{1.0}
\priority{1}
\sojourntimeLT{ return

\transition{t5}{

}

\condition{p7 > MM-1}

\action{next->p3 = p3
\weight{1.0}
\priority{2}
\sojourntimeLT{ return

p3 > 0}
- 1; next->p2 = p2 + 1

p3 - 1; next->p4 = p4 + 1;}

exponential(0.5, s); }

p5 > 0}
+ 1; next->p4 = p4 - 1;}

deterministic(0.01, s); }

- 1; next->p7 = p7 + 1}

exponential(1.5, s); }

+ 1; next->p7 = p7 - 1;}

uniform(1.0, 2.0, s); }

+ MM; next->p7 = p7 - MM;}

(0.8 * uniform(1.5,10,s) +

0.2 * erlang(0.2,5,s)); }

\transition{t6 }{

}

\condition{p5 > 0}
\action{next->p5 = p5
\weight{0.01}
\priority{1}
\sojourntimeLT{ return

\transition{t7}{

\condition{p6 > 0}
\action{next->p5 = p5
\weight{1.0}
\priority{1}

- 1; next->p6 = p6 + 1;}

exponential(1.0, s); }

+ 1; next->p6 = p6 - 1;}
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\sojourntimeLT{ return uniform(2.0, 3.0, s); }

}
\transition{t8}H
\condition{p6 > NN-1}
\action{next->p5 = p5 + NN; next->p6 = p6 - NN;}
\weight{1.0}
\priority{2}
\sojourntimeLT{ return gamma(0.1, 12.337, s); }
}

\transition{t9}
\condition{p2 > CC-1}
\action{next->p2 = p2 - CC; next->pl = pl + CC;}
\weight{1.0}

\priority{2}
\sojourntimeLT{ return immediate(); }

A.5 Web Content Authoring System

Fig. A.5 represents an SM-SPN model of a web server \&ith clients (readers),
WW web content authors (writersy,S parallel web servers and a write-buffer 8B

in size [28, 29]. As with the Voting model, the size and complexity of the underly-
ing semi-Markov chain can be varied by altering these four parameters as shown in
Table A.2.

Clients can make read requests to one of the web servers for content (represented by
the movement of tokens fromk to p;). Web content authors submit page updates
into the write buffer (represented by the movement of tokens fsponto p, andp,),

and whenever there are no outstanding read requests all outstanding write requests
in the buffer (represented by tokens pyf) are applied to all functioning web servers
(represented by tokens @g). Web servers can fail (represented by the movement of
tokens frompg to ps) and institute self-recovery unless all servers fail, in which case a
high-priority recovery mode is initiated to restore all servers to a fully functional state.

Complete reads and updates are represented by tokensaodp, respectively.

\model{

% writers



A.5. Web Content Authoring System 225

p5
(t5, 0.2m(p6), 1, markov(s)) [ 1 1 (t7,0.1m(p5), 1, markov(s))
(3, 1.0, 2, gamma(2.0,1.56+m(p4),s)) (t6, 1.0, 2, uniform(5.0,10.0,s))
pl ! p8
1
p3 \
buffers \ p6 @ servers
\

writers readers
\

(t4, 1.2m(p7), 1, markov(s))

(t2, 0.1, 1, markov(s)) I 1 (8, 1.0, 1, markov(s))

"

ww RR

Fig. A.5. The Web-server Model SM-SPN [28, 29].

System| RR | WW | SS | BB States
1 45 22| 4 8 107 289
2 52 26| 5] 10 248585
3 60 30| 6] 12 517 453
4 65 30| 7] 13 763680
5 70 35| 7| 14| 1044540
6 100 50| 18| 20| 15445919

Table A.2. Number of states generated by the Web-server SM-SPN in terms of the number of clients

(RR), authors WW), parallel web serversS(S) and write-buffers B B).
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\constant{WW}{12}
% buffers
\constant{BBH6}
% servers
\constant{SSH3}
% readers
\constant{RR}24}

% read-rate

\constant{RDRATE}1.0}

% buffer-write-rate

\constant{BUFWRTRATE}2.0}

% server-read-recovery
\constant{SRVRDRECOVER}3.6}

% server-fail-rate

\constant{SRVFAILRATE}0.2}

% server-fail-recovery
\constant{SRVFAILRECOVER}(0.5*SRVFAILRATE)}

\statevector{
\type{short}{ pl, p2, p3, p4, p5, p6, p7, p8, p9 }
}
\initial{
pl = WW; p2 = 0; p3 = BB; p4 = 0; p5 = 0;
p6 = SS; p7 = 0; p8 = RR; p9 = 0;
}
\transition{t1}{
\condition{ p2 == WW && p9 == RR}
\action{next->p2 = p2 - WW,; next->pl = pl + WW,
next->p9 = p9 - RR; next->p8 = p8 + RR;}
\weight{1.0}
\priority{3}
\sojourntimeLT{ return immediate(); }
}
\transition{t2}{
\condition{ p1 > 0 && p3 > 0}
\action{next->p3 = p3 - 1; next->pl = pl - 1;
next->p2 = p2 + 1; next->p4 = p4 + 1;}
\weight{ (0.1 * RDRATE) }
\priority{1}
\sojourntimeLT{ return markov(s); }
}
\transition{t3}{
\condition{ p4 > 0 && p7 == 0 && p6 > 0 }
\action{next->p3 = p3 + p4; next->p4 = 0;}
\weight{1.0}
\priority{2}
\sojourntimeLT{ return gamma(BUFWRTRATE,(p4+1.56), s); }
}

\transition{t4}{



A.5. Web Content Authoring System 227

\condition{ p7 > 0 }

\action{next->p6 = p6 + 1;next->p7 = p7 - 1;
next->p9 = p9 + 1;}

\weight{p7*SRVRDRECOVER}

\priority{1}

\sojourntimeLT{ return markov(s); }

}
\transition{t5}
\condition{p6 > 0}
\action{next->p5 = p5 + 1; next->p6 = p6 - 1;}
\weight{p6*SRVFAILRATE}
\priority{1}
\sojourntimeLT{ return markov(s); }
}
\transition{t6
\condition{ p5 == SS }
\action{next->p5 = p5 - SS; next->p6 = p6 + SS;}
\weight{1.0}
\priority{2}
\sojourntimeLT{ return uniform(5.0, 10.0, s); }
}
\transition{t7}{
\condition{ p5 > 0 }
\action{next->p5 = p5 - 1; next->p6 = p6 + 1;}
\weight{p5*SRVFAILRECOVER}
\priority{1}
\sojourntimeLT{ return markov(s); }
}
\transition{t8}{
\condition{ p6 > 0 & p8 > 0 }
\action{next->p7 = p7 + 1; next->p6 = p6 - 1;
next->p8 = p8 - 1;}
\weight{RDRATE}
\priority{1}
\sojourntimeLT{ return markov(s); }
}
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Semi-Markov Process Aggregation

Algorithm

aggregate_smp : SMP xS — SMP

aggregate_smp (M, 1) = fold(set, M’ ,vs) where

vs = aggregate_cycles(M’ ts.),
M' = fold(set, M,us),

us = aggregate_branches(M,tsy),
tsy = ts\ tse,

tse = ((3,7),t).((4,7),t) € ts,i = j,
ts = aggregate_sequences(M, 1)

Fig. B.1. The aggregate_smp function

This appendix describes more fully the semi-Markov process state-level aggregation
algorithm presented by Bradley in [21]. We define the aggregation funetigrggate _smp,
which is defined on an SMB/, for a state being aggregated. We represaiitby the

tuple (S, P, L) whereS is the finite set of states; is the underlying DTMC and. is

the state holding-time distribution matrix whose entries are the Laplace transforms of

the state sojourn-time densities. In an irreducible semi-Markov process, the aggrega-
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tion procedure can be applied to any state, while in a transient SMP, it may be applied
to any state except the absorbing or initial states. Reading from the bottom up in the

function definition of Fig. B.1:

1. ts = aggregate_sequences(M,1):
Find all valid paths of length two that haveas the centre state. Form a set of

single transitions using the sequential aggregation described in Section 5.2.1.

2. tsy =1ts \ tse, tse = {((i,7),t) . ((i,7),t) € ts,i = j}:
Separate the transition s&t into a set of cyclests., and a set of branching

transitions to other states;,.

3. us = aggregate_branches(M,tsy):
Where transitions i/ are duplicated by transitions im,, these are aggregated
and placed irnus using the branching aggregation from Section 5.2.1. Where
a new transition that is not presentin in described s, then that transition is

written unchanged intas.

4. M’ = fold(set, M, us):

Overwrite all the transitions if/ that are present ins.

5. vs = aggregate_cycles(M’,ts.):
Perform cyclic aggregation on the transitiong4n using the method from Sec-
tion 5.2.1.

6. aggregate_smp(M, i) = fold(set, M’ vs):
Finally, overwrite the transitions af/’ with the replacements transitions and

return the final SMP.

The result is thafl/’ will have a disconnected state which can be removed from the

transition matrices.
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B.1 Aggregation Functions

This section defines the key functions useddgyregate_smp: aggregate_sequences,
aggregate_branches and aggregate_cycles. As before, we define the sgt\/ P as the
tuple (S, P, L). We also use”D = (Prob, LaplaceT) to be a tuple of a probability
and Laplace transform associated with a particular transition= (S x S) x PD,
associates statésnd; states to a given transition pair. We defind: j to mean that

there exists a transition from state statej in M.

aggregate_sequences takes a state to be aggregatedand the SMP and returns a

set of transitions which represent all the paths (from one state preceding to one state
afteri) which pass through The paths have been aggregated into single transitions
usingagg_seq. The number of transitions generated is equal to the product the number

transitions leading into and the number leaving the state.

aggregate_sequences : SMP x S — P(T)
aggregate_sequences (M, i) ={((i,7), agg-seq(t,t")) . (i,t) € trans_to(i, M),

(7,t') € trans_from(i, M)}

aggregate_branches processes an SMP/, and a set of transition$?, which must not
contain any cycles. The transitions are to be integrated into the SMRf there is
a pre-existing transition i/ for a given member of?, then the two are combined

usingagg_branch, otherwise the transition iR is just returned unchanged.

aggregate_branches : SMP x P(T) — P(T)
aggregate_branches (M, R) = {((i,7), agg_branch(t,t")) . ((i,4),t)) € R,

¢ = ifi 2% j then (Mp(i, 5), M.(i, 7)) else (0,0)}

aggregate_cycles processes an SMR/, and a set of cyclic transition®;. For each
cycle defined ink from i to ¢, the set of out-transitions is selected from the SWMP,

For each member of that set, the aggregation funciigncycle is applied. All the
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modified transitions are unified into a single set and returned.

aggregate_cycles = SMP x P(T) — P(T)

aggregate _cycles (M,R) = U X
it((i,i),t')ER
X ={((4,7), agg_cycle(t,t)) . (4,t) € trans_from(i, M)}

agg_seq 1S used to represent two transitions in sequence as a single transition.

agg_seq : PD x PD — PD

agg-seq  ((p,d(2)), (¢, d'(2))) = (pp', d(2)d'(2))

agg_branch is used to represent two branching transitions which terminate in the same

state as a single transition.

agg_branch : PD x PD — PD

/

agg-branch —((p.d(2)), (&, d(2))) = (9, —d(2) + S d (2)

agg_cycle is used to represent a cycle to the same state and a leaving transition as
a single transition. The first argument is the leaving transition and the second is the
cyclic transition. If there is more than one out-transition then the transformation will

need to be applied to each in turn.

agg_cycle : PD x PD — PD

agg-cycle  ((p,d(2)), (pe, dce(2))) = (

p (1—mM@»

1- pc’ 11— pcdc(z)

B.2 Utility functions

The definitions oftrans_from, trans_to, set, fold andelem _rest:
The functiontrans_from takes a state, and returns the set of states, probabilities and

distributions which succeed

trans_from : S x SMP — P(S x PD)

trans_from (i, M) = {(j, (Mp(i, j), My(3,5))) . j € Mg,i > Jt
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The functiontrans_to takes a state, and returns the set of states, probabilities and

distributions which connect tb

trans_to : S x SMP — P(S x PD)

trans_to (e, M) ={(j,(Mp(j,1), Mr(j,7))) . j € Mg, = i}

The set function is used to set a given transition in the underlying DTMC and distri-

bution matrix of an SMP. If necessary the current transition is overwritten.

set : T'x SMP — SMP

set— (((¢,7), (p,d(2))), M) = (Mg, P', L')

a7 f (k1) = (i.])
Mp(k,l) otherwise
L/(k‘,l) _ d(z) if (ka l) = (%])

My (k,l) otherwise

fold is used to add whole sets of new or replacement transitions to an SMP, as done in
Fig. B.1.

fold : (AxB— B)x BxP(A)— B
r ifT =0
fold — (f,r,T) =4 f(a,r, fold(f,r 1))

(x,T") = elem_rest(I')  otherwise

The function,elem_rest, is used byfold to select an arbitrary element from a set and

return a tuple containing that element and the set minus that element.

elem_rest : P(A) — (A, P(A))
i ifT =10
(x.xeT {t.teT,t#x}) otherwise

elem _rest (T) =
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