491 KNOWLEDGE REPRESENTATION

Tutorial Exercise

Fixpoint semantics for definite programs
SOLUTIONS

Question 1
(a) Let IDB={p<+ ¢q,r; g+ s} and EDB={r, s}.
Clearly Clipp(EDB) = {p,q,r,s}.
Compute Cl;pp(EDB) = T}, g1 (EDB):

Tips1°(EDB) = EDB = {r, s}

Tippt' (EDB) = Tipp({r,s}) = {a} U {r,s}
TIIDBTZ(EDB) =Tipp({g, 7, s}) = {p,a} U{q,7, s}
TIIDBTS(EDB) =Tipp({p.¢,7,8}) = {p,a} U {p, ¢, 7, s}

T;DBTW(EDB) = {T7 S} U {q7T= 3} U {p7 q,7, S}

Compare Trppt*(EDB):

Tiopt’(EDB) = EDB = {r, s}
TIDBTl(EDB) =Trps({r,s}) = {q}
TIDBTZ(EDB) =Tips({q}) = 0
T[DBTS(EDB) = TIDB(Q)) =0

Tipst”(EDB) = {r,s} U{q} = {q.7, s}

(b) Let IDB={p<q,r; g« s; r}and EDB={s}.
Clearly Cl;pp(EDB) = {p,q,r,s}.
Compute Cl;pg(EDB) = T} 51 (EDB):

Ti,5°(EDB) = EDB = {s}

TIIDBTI(EDB) =Tips({s}) = {a, 7} U {s}

TI/DBTz(EDB) =Tipp({a.r.s}) = {p.a, 7} U{g, 7, s}
TI/DBT?)(EDB) =Tips({p.a,r,8}) = {p.a.r} U{p,q. 7. s}

TI,DBTM(EDB) = {S} U {Q7 T S} U {pv q,T, S}

Compare Trppt*(EDB):

Trppt®(EDB) = EDB = {s}
TIDBTl(EDB) =Tips({s}) ={¢7}
Tipst*(EDB) = Tips({q,7}) = {p,7}
TIDBT3(EDB) =Tips({p,7}) = {r}

Tippt“(EDB) = {s} U{q,r} U{p,r} U{r} ={p,q,r, s}

So here Trpp1*(EDB) happens to come out the same as Cl;pp(EDB). Part (a) was

intended to show that this is not guaranteed.

Question 2
Part(a): Base case (n = 0): Tpt%(X) = X and Tp1%(X) = X.
Inductive hypothesis: suppose Tp1*(X) C TH1*(X).

By monotony of Tp:
Tp(Tp1*(X)) C Tp(Tp1* (X))

Since Tp(I) C Tp(I) U I:
Tp(Tp1* (X)) C Tp(Tp1*(X))
And so:
Tpt*(X) € TpH* (X))
That completes the proof.
Further: Tp1*(X) = U,20 TP1"(X) € U,z Tp1"(X) = Tp1*(X).

Part (b): to show Tp1™(0)) C Tp1" (D).
Base case (n = 0): Tp1°(#) = 0, and ¢

c Tpt'(0).
Inductive hypothesis: suppose Tka(@) -

P
TPTk+ 1 (@) .
By monotony of Tp:

Tp(Tp1*(0)) C Tp(Tpt*1(0))
Tt (@) € T (0)

That completes the proof.



And hence, to show: Tp1"(0) = Tp1"(0).
Base case (n = 0): Th1°(0) = @ Tp10(0).
Inductive hypothesis: suppose Tp1*(0) = Tp1*(0).
Tpt*1(0) = Tp(Tp1"(9))

= Th(Tpt*(#)) (inductive hypothesis)

= TP(TPT'C(@)) U TPTk( )

= Tp1™H(0) UTP1H(0)

= Tpt"(0) (becdube Tt (0) C Tet*(0)
That completes the proof.
Further: Tp(0) = U o Tr1"(8) = Uyso TH1"(0) = TH1(9).

Question 3 A set X of atoms is a Herbrand model of IDBU EDB
iff Trippueps(X) € X
iff  Trpp(X)UEDBC X
iff  Typp(X) C X and EDBC X

So the least set of atoms satisfying (1) is also the least set of atoms satisfying (3), which

is Clypp(EDB) by definition.
You can also do this by checking that T}y ppp!"(0) = T1pst" (EDB).

Question 4 Cl;pp is a classical consequence operator:
o X Q Cl[DB(X) by definition of Cl[DB‘
e To show CllDB(CZIDB(X)) Q CZIDB(X):

(1) CZ]DB(X) g CZIDB(X) (ObViOIISIy)
(ii) Clipp(X) is closed under the rules IDB (by definition).

But the smallest set of atoms satisfying (i) and (ii) is by definition the closure of

OIIDB(X) under the rules ]DB7 ie. ClIDB(ClIDB(X))- So Cl[DB(Cl[DB(X

Clipp(X).
e Suppose X; C X,. Then X; C X, C Clipp(X32). So:

(i) X1 € Clipp(Xa)
(ii) Clrpp(Xa2) is closed under the rules IDB (by definition).

) €

But the smallest set of atoms satisfying (i) and (ii) is by definition Cl;pp(X;). So

Clipp(X1) C Clipp(Xa).

Notice that the third property (monotony of Cl;pp) does not depend on monotony of Trpp.
But if IDB are not definite, then T7pp is not necessarily monotonic, and then there is no

guarantee that Cl;pp exists.

Question 5 Since {r} C Clypp({r}) there are four candidates for Cl;pp({r}), if it exists:

e Clipp({r}) ={r}?
No: {r} is not closed under rules IDB: Tipp({r}) = {p,q} L {r}.

* Clips({r}) = {p,r} or Clips({r}) = {g,r}?
No: not unique. {p,r} is closed under rules IDB: Tipgp({p,7}) = {p} C {p,7}.
Consider the subsets of {p,r}: {r} is not closed under rules IDB (see above), and
{p} and @ do not contain {r}.

However: the same holds for {g, 7}, by the same argument.

So {p,r} is not the unique smallest set X such that ..., and nor is {q,7}.

L4 CZIDB({T}) = {p7 Q7T}?
No: not minimal. {p,q,} is closed under rules IDB: T;ps({p,q,7}) =0 C {p, q,7}.
But {p,q,r} is not the smallest such set containing {r}: the subset {p,r} is also
closed under IDB, for example (above).



