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Abstract. The Chemical Abstract Machine (CHAM) of Berry and Boudol
provides a commonly accepted, uniform framework for describing the op-
erational semantics of various process calculi and languages, such as for
example CCS, the 7 calculus and coordination languages like Linda. In
its original form the CHAM is purely non-deterministic and thus only
describes what reactions are possible but not how long it will take (in
the average) before a certain reaction takes place or its probability. Such
quantitative information is however often vital for “real world” appli-
cations such as systems biology or performance analysis. We propose
a probabilistic version of the CHAM. We then define a linear operator
semantics for the probabilistic CHAM which exploits a tensor product
representation for distributions over possible solutions. Based on this we
propose a novel approach towards comparing the expressive power of
different calculi via their encoding in the probabilistic CHAM. We il-
lustrate our approach by comparing the expressiveness of various Linda
Languages.

1 Introduction

The chemical reaction metaphor was introduced in [1]. Gamma is a declarative
programming language that supports massive parallelism. A Gamma program
consists of a shared data space — a multiset — and a collection of conditional
rewrite rules. The chemical metaphor is of molecules reacting in a solution under
physical laws; the condition in a Gamma rule is normally referred to as the
reaction condition, whilst the non-conditional part of the rule is referred to as the
action. A major principle in Gamma is that of local action: rules consume a small
number of elements from the multiset and produce a small number of elements
into the multiset; the conditional application of rules is determined by predicates
over the consumed elements — there is no global state. Rules potentially compete
for elements from the multiset. The “program” terminates when no further rules
are enabled. This process is described in [2] in the following way: computation
is “the global result of the successive applications of local, independent, atomic
reactions”.

One motivation for the model was that the standard data types used in
declarative languages, for example the ubiquitous list, were over-constraining



for parallel systems. For example, a Gamma rule for computing primes is:
x,y — x < multiple(x,y)

where multiple is a predicate which is true whenever y is a multiple of z (the
reader should compare this with the usual sieve solution). When this rule is
combined with the solution {2,3,4,5,6,7,8}, the program will terminate with
{2,3,5,7}. There are a number of different reduction sequences that lead to this
result; for example, one sequence might include the parallel execution of:

2,4 —2and 3,6 —3

There have been a number of later developments of Gamma; for example to
introduce more structure to the multiset but without constraining the execution
[3] and to add higher-order features [4]. The shared data space concept has proved
to be a powerful principle in coordination programming [5]. More importantly
from the perspective of this paper, Gamma provided inspiration for Berry and
Boudol’s Chemical Abstract Machine [6].

The CHAM was introduced to provide an abstract machine-based opera-
tional semantics for process calculi. It has been used for a variety of calculi
including CCS, m-calculus and Linda-based coordination languages. The solu-
tion in a CHAM is again a multiset which may be structured using the notion of
membranes — to encapsulate a sub-multiset — and airlocks — to expose part of a
sub-multiset for interaction with the rest of the solution. A CHAM specification
is then a collection of rules. Rules are either specific or general. Specific rules are
similar to our primes example from above; however, the CHAM rules generally
rely on sophisticated pattern matching rather than reaction conditions — this
is sufficient to match input channels and output channels in the typical syn-
chronous communication of CCS. The general rules provide for the “compatible
closure” of the specific rules — allowing computation inside membranes and also
in the presence of other elements in the solution.

The main contributions of this paper are twofold:

— to adapt the CHAM model to allow probabilistic computation; we believe
this to be important not only to provide a formal semantics for the burgeon-
ing number of probabilistic process calculi but also because probabilities
will be essential for the more advanced modelling of biological and chemical
systems.

— to use the structure of particular CHAMs to compare the expressiveness of
different calculi.

The rest of this paper is structured as follows: in Section 2 we introduce
the probabilistic CHAM; we then present a linear operator semantics for the
pCHAM in Section 3; Section 4 presents a number of properties of the pCHAM,;
we describe the process of encoding various calculi in the pCHAM in Section 5
— this is relatively straightforward and follows the classical CHAM encodings;
Section 6 concerns expressiveness; and we conclude in Section 7.



2 A Probabilistic CHAM

The idea of the probabilistic CHAM (pCHAM) is to “quantify” the likelihood
or probability of executing an applicable rule. This allows us to resolve any
non-deterministic choice in a reaction (sequence) probabilistically. We define the
semantics of the pPCHAM in terms of a Probabilistic Transition System (PTS)
where the state space is represented by multisets of molecules. We recall the
general definition of a (labelled) PTS as given in [7, Def 2].

Definition 1. A probabilistic transition system is a tuple (S, A, —, o), where:

— S is a non-empty, countable set of states,

— A is a non-empty, finite set of actions,

— — C 8 x A x Dist(S) is a transition relation, and
— o € Dist(S) is an initial distribution on S.

A PTS (S, A, —,m) is called generative if the transition relation is a partial
function —: S — Dist(S x A).

The semantics of a pCHAM is defined by a generative unlabelled PTS, i.e.
a PTS with a single, anonymous label 7 € A (which we simply omit). We will
concentrate on finite state spaces S, although we will occasionally also remark
on the general countable case.

2.1 State Space

The probabilistic CHAM has the same basic state space as the classical CHAM,
namely solutions, i.e. multisets of molecules. We denote by T the set of possible
molecules, i.e. terms in some formal algebra or language, and by M = M(T)
the set of multisets of molecules in T, i.e. functions of the form S : 7 — N for
which we will usually use the common notation {...}.

We will assume a finite set of possible molecules in T = {mq,...,m}, ie.
t = |T] < oo and a finite (strict) upper bound s for the multiplicity of any
molecule, i.e. maxy,,e7S(m;) < s < oco. We will denote the set of possible
multiplicities by N = {1,...,s — 1} C N. These finiteness conditions can be
relaxed relatively easily. However, they allow us for the time being a clearer
presentation of the basic elements of the pCHAM; we can, for example, work
with distributions in place of general measures, etc.

We will refer to distributions over solutions, i.e. over M = M(T), as ensem-
bles of molecules in 7 and denote them by:

n = {<{[m11, . 7m1i1l},p1> yeeey <{[mj1, N ,mﬂj[},pj>}

where iy, is the cardinality and py the probability of the multiset {mg1, ..., Mg, [
For the sake of simplicity of notation we use m;; instead of the the more correct
notation m;,. Moreover, in order to make the representation of ensembles more
compact, we do not list multisets with zero probability.

A pCHAM with molecules in 7 and with an initial solution Sop € M(T) de-
fines a probabilistic transition system (M, =, 19) with the point distribution

o = {(So, 1) }.



2.2 Specific Rules

The transition relation =, for the PTS (M, =, 110) representing a pCHAM
is specified via a certain set R of specific rules or — as with the non-deterministic
CHAM in order to avoid “multiset matching” — by rule schemata. These rules
are expressions of the form:

M1y ey Ml —2p M1, ..., ML

where m;/;» are molecules (or variables, cf [6]). These rules specify an individual
pCHAM by describing possible rewriting steps together with a probability p.

It is important (in the context of the pCHAM) to distinguish between rules,
for which we use the notation —,, and the probabilistic transition relation on
M which defines the multiset rewriting and for which we use the notation =,.

Probabilities are associated with rules not molecules. However, the rules of
aq specific pCHAM can exploit information contained in the molecules in order
to obtain the intended probability p.

Ezxample 2. We can also introduce probabilistic information as part of a molecule,
e.g. m; = p; : m;, i.e. we can annotate standard molecules by providing informa-
tion about their “reactiveness”. Rules like my, mo — m3 then would become,
for example, something like:

P1:M1,P2 i M2 —py.py max(py, pz) : M3

Ezxample 3. Another possibility could be to provide “position information” and
make the reaction probability of two molecules proportional to their “spatial”
closeness, e.g.:

m1Q@(x1,y1), m2@(22,Y2) —>d(my my) M3Q((21 + 22)/2, (Y1 + y2)/2)

with d(my,ma) = \/(x1 — 22)%2 + (y1 — y2)? the “Euclidean distance” between
m1 and mo.

Ezample 4. The “spatial” information can also be generalised to “allocation en-
vironments” — similar to the notion in KLAIM [8], i.e. we can specify a sub-
(multi)set {my, ..., mg} of molecules a given molecule mg can react with, i.e.
the (multi)set of its “neighbours”.

A further generalisation could introduce “probabilistic allocation environ-
ments” which specifies not just the possibility of reactions between certain
molecules, but also their probability. Allocation environments can be used to
simulate membranes of sub-solutions and probabilistic allocation environments
allow the introduction of “soft membranes”.

Ezxample 5. Any non-deterministic CHAM can be lifted to a pCHAM by re-
placing the specific rule m;1,..., Mg — Mmy1,...,mj; by My, ..., My —n1
mj1,. .., mj . The ‘standard probability’ p = 1 will be renormalised (see below)



to obtain a uniform distribution over all possible transformations of a multi-
set. Note that this is only one of the many possible ways a nondeterministic
specific rule can be implemented as a probabilistic rule in order to specify an
individual pCHAM. We will make the relationship between non-deterministic
and probabilistic CHAM more precise in Section 4.2.

2.3 General Laws

A concrete pCHAM is defined by specifying its set of possible molecules T,
specific rules R and (optionally) an initial solution Sy € M. The rules of the
pCHAM can be extended and translated into the transition relation =, of the
corresponding probabilistic transition system (M, =, po), with po = {(So, 1)},
via four general laws which are straightforward generalisations of the laws of the
non-deterministic CHAM, cf [6, Sect 3].

Reaction Law. This provides the essential mechanism which translates or lifts
specific pPCHAM rules to multiset rewritings. It also renormalises the (intended)
transition probabilities p such that the probabilities associated to the transitions
from any given multiset add up to one.

M1y vy, Mk —):D mj1, ..., My
{]mil, e ,mik]} :>;5 {]mjl, e ,mﬂ]}
where p is the normalised probability p = & with P the sum over all possible
rewritings of {m;1, ..., myl.

This law is non-local as the normalisation has to take into account all the
other transitions which could be applied to a given multiset/solution. However,
as we will see later, we can actually avoid normalisation until we reach, for
example, a terminal solution.

Chemical Law. The remaining general laws of the pPCHAM extend the specific
rules. The Chemical Law allows us to apply a rule in any context:

M1y .oy Mk —p mj1, ..., My
M1y ey M, MY, o, M, —p My, .., My, My, .M,
where m}, ..., m/, is any (maybe empty) collection of molecules.
This means that if we state a specific rule like m;1, ..., miy, —p Mmj1,...,my
for a pCHAM we also can use rules like m;1, ..., mik, mo —>p Mj1, ..., Mj1, Mo,
and my1, ..., Mk, Mo, M3 —>p M1, ..., M, Mg, M3, ete.

Membrane Law. For solutions with solutions as molecules we extend the set of
specific rules such that a sub-solution can develop on its own.

M1y .oy Mk —p mMj1, ..., Ml

! / / !
my,....,mh dmia, ..., mgt —p mh, oo ml {m, o myil



If we define a context C[] as usual as a multiset with a “hole”, i.e. as a multiset
{mua,...,mu, [} with a distinguished “hole” molecule [] which can be replaced
by any multiset S then we obtain the corresponding law of the general CHAM:

{mix, ... mie} =5 {mjn, -, myl
{mi,...,ml Ama, oo may =5 {mh, oo oml {maa, o omyi
or more concisely:
S =,

{C1S] =5 {C15"])

where p is obtained by (re)normalising p.

Airlock Law. The “partial activation” of a sub-solution providing an ‘airlock’ to
the surrounding solution is realised via:

MM,y My =gy MM, .. mp |
md{]ml,...,mn[} —f(T) M, M1, ..., My
The probabilities A(T') and f(T') specify the chances of “heating” up or “freez-
ing” down airlocks. It could be the case that h(T) = f(T), i.e. that the two
rewritings happen with the same probability, but it could also be that one hap-
pens more frequently. Furthermore, it is also possible to change the probabilities
depending on a control parameter T' (temperature).

Considering the multiset rewrites which this universal rule justifies we get
the following “probabilistic version” of the corresponding classical law:

{mlw S =) {m S} and {ma S}t =) {m}wSs.

2.4 An Example

Consider (a finite version) of a CHAM which implements the well known sieve
method for finding prime numbers. The initial solution is in this case the set of
natural numbers {2,3,...,n} or in general a multiset of numbers. The specific
reaction rules are as follows:

If 4 and j are in solution such that there exists a k # 1 such that j =i -k
then eliminate j from solution.

or as a simple rule schemata:
i, — jiff 3k #£ lik=j
An execution of this CHAM leads, for example, to the following reductions:
{2,3,4,5,6,7,8,9} — {2,3,5,6,7,8,9}
—{2,3,5,7,8,9}

— {|2737 53 73 8|}
— {2,3,5,7}



It is easy to see that we will always end up with the (multi)set of primes up to
n. However, it is left open how fast we will reach this state, or how long it will
take in the average until a certain non-prime number is eliminated.

A probabilistic version of the CHAM in this example needs to specify the
probabilities for rule applications. A rather simple, maybe somewhat uninspired,
way to this is to assume each rule will fire with the same probability, i.e.

i,j —1 Jiff Ik £ Lik=3j
One possible sequence of reductions for this pPCHAM is then:

{2,3,4,5,6,7,8,9} =1 {2,3,5,6,7,8,9}
=1 {2,3,5,7,8,9}
=1 {2,3,5,7,8}
=1 {2,3,5,7}

Again, it is easy to see that this pCHAM will always end up with a multiset con-

taining only primes. However, (despite the uniform distribution of probabilities

to rules) we observe certain execution paths or traces with different probabilities,
111 1

e.g. the one above with probability ¢35 = 13-

3 Linear Operator Semantics of the pCHAM

As in the theory of stochastic processes, in particular of Markov Chains, we
encode the probabilistic transition relation =, as a linear operator T on the
vector spaces V(M). Suppose we have an enumeration of the solutions in M. The
fact that S; =,,, S; will then be reflected by the fact that the entry T;; = p;;.
The advantage of the linear operator semantics is that it not only encodes the
probability of transitions between solutions but also canonically extends to a

relation between ensembles, i.e. distributions over solutions.

3.1 State Space

The first question we have to address is how many possible solutions are there in
M; this means that we have to determine the reachable set, i.e. the state space
of possible configurations of the pCHAM. Unfortunately, the general situation
requires an exponentially growing space to represent it: Assume that we have ¢
different types of molecules and that their multiplicity is restricted by s, i.e. a
given molecule/term type can appear with multiplicities 0 (not at all), 1, 2, etc.
up to s — 1.

A finite multiset representing such a solution can be defined as a map from
the set of all possible molecules 7 = {mq,ma,...,m;} to the set of multiplicities
N ={0,1,...,s—1}. The cardinality of the set of all maps 7 — N is |N||7T] = s’



Ensembles correspond to particular vectors in the vector space of (formal)
linear combinations of multisets:

which, concentrating on the coordinates x;, we can also identify with the space of
tuples in RMI. A distribution over solutions of the pCHAM is a positive vector
with 1-norm one, i.e. ; > 0 for all 4 and ), |z;| = 1. The vector space containing

all ensembles thus is unfortunately extremely large: V(M(T)) = R¥".

3.2 Tensor Product Representations

The state space of size s’ is prohibitively large but at the same time unavoidable;
a priori we cannot exclude any of the s* possible molecular solutions and in
principle it is possible that rules governing the dynamics of the pCHAM specify
transitions from any of the s* configurations to any other.

However, we can exploit the “structure” of the state space. If we consider
for the moment only a single type of molecules, i.e. t = 1, then we have only to
consider the bounding multiplicity s. The state space of this type of pPCHAM has
s' = s possible states; ensembles thus are vectors in R* = V({0,...,s — 1}) =
V(N). Considering two types of molecules, i.e. ¢ = 2, requires that we keep
track of the multiplicity of each of the two types of molecules. We thus get the
state space of possible solutions as the Cartesian product N' x A. The possible
ensembles, i.e. distributions of this space, are then elements of the tensor product:
VN X N) =VN) @ V(N).

As an example, let us consider an ensemble on T = {my, ma, m3} which is
given by {<Sl,%>,<S2, %>} with S = {mq, m1,m3} and So = {mq, ma}. The
two multisets are represented by the vectors (taking as bound s = 2 for the
multiplicities) in R3* = (R3)®3 = R27: (0,0,1) ® (1,0,0) ® (0,1,0) — which
specifies the multiplicity of m; to be 2, the one for ms as 0 and of m3 to be 1 —
and (0,1,0)®(0,1,0)®(1,0,0) — which expresses the fact that molecules m; and
ms have a multiplicity one, while ms does not appear — and which we denote
by w1 and ps. For both solution the three factors in the tensor product describe
the multiplicity of each of the three molecules my, mo and mgs; the entries in
these factors (pg, p1, p2) specify that the molecule is missing with probability po,
that there is one copy with probability p;, and that its multiplicity is two with
probability ps. The original ensemble is represented by the weighted vector sum

1 2 1 2
g#l + gﬂ@ = 5(0707 1) ® (1,0,0) ® (Oa 130) + 5(07 1,0) ® (Oa 150) ® (13070)

Generalising this construction gives us an alternative description of the state-
space of a pCHAM with ¢ types of molecules and bounding multiplicity s:

VIV = V) = (R)® =R



where V®! denotes the t-fold tensor product of V,ie. VRV ®...® V.

Although this representation (obviously) does not reduce the dimension of
the state space of the pCHAM it “partitions” it in a certain way which will allow
us to describe “local” rules in a more efficient way.

3.3 Representation of Rules

The encoding of a specific rule of a concrete pCHAM is straightforward and
purely syntax-directed. Given a rule of the form:

My ooy My, —p My oo, My,

we can translate it into a linear operator on the ensemble space V(M) = (R%)®?,

We first need to consider a creation operator C = C, and a destruction oper-
ator D = D; on each tensor component of V(M), i.e. on V(N) = R* represented
by the following matrices which increase or decrease the multiplicity of certain
molecules, i.e.

_Jlforj=i+1 _Jlforj=i-1
(C)ij = {0 otherwise and (D)i; = {O otherwise

These creation and destruction operators link the semantics of the pCHAM
closely to so-called “Birth-and-Death processes” in probability theory, cf. e.g.
[9].

Using these operators we can increase and decrease the multiplicity of every
molecule my in a solution. To increase, for example, the multiplicity of the
molecule ms by two in a solution made up of (at most) four different molecules
we have to apply (I CRI®I)-(I®C®I®I) =(I® CC®I®I) with I the
identity operator/matrix on V(N), to the vector representing a given solution.
In general, we can define the following two operators on M:

k—1 t k—1 t
Gk:®I®C® ® I and Kk:®I®D® ® I
=1 =1

i=k+1 i=k+1

which increase (generate) or decrease (kill) the multiplicity of the molecule my.

The last thing we need in order to define the encoding of rules is a test
operator which checks whether there exists a certain molecule in the current
solution. The local version of this existence operator E and its obvious extension
EZ™n are given by:

_Jlfori=j2>1 >miny _ J Lfori=j>min
(E)ij = {0 otherwise and (B i = {0 otherwise

Note that E" # E=". Using these local tests we can construct a global one:

t

k—1 t k—1
Ek:®I®E® ® I and Efmi“=®1®EZmin® ® I
i=1 i=k+1 i=1 i=k+1



A specific rule of a pCHAM my,,...,m;, —p mj,,...,m;, is now repre-
sented by the operator product:
EZ50ma) L gZStrma) gStma) | geSima) | gSim) | gStm)

11 Lk N

where S(my) is the multiplicity of each molecule on the left and right-hand side
of the rule. The encoding simply tests if enough molecules are present such that
the rule can be applied, then it destroys the molecules mentioned on the left-
hand side of the rule, and finally it generates all molecules on the right-hand
side. Of course, one can think of optimising the encoding by only destroying
molecules which do not re-appear on the right-hand side, etc.

3.4 Representation of pCHAMSs

After we have represented all specific rules we finally can present the encoding
of a concrete pPCHAM (M, R, 11p). We first have to construct the operators R;
of all specific rules in R together with all the extended rules we obtain by the
Chemical, Membrane and Airlock Laws. We denote the extended set of rules
by R’. Each of these rules comes with a probability p; (either inherited from a
more specific version if the Chemical, Membrane or Airlock Law was involved
or directly from the specification of the specific rules).

The execution of the pPCHAM now simply corresponds to choosing one of the
applicable rule operators with the corresponding probability and applying it to
the vector representing the current solution or more generally ensemble. This is
achieved by considering the operator:

TN( > piRi>

R;eR’

where the normalisation operation A is defined by:
T Ty =3, Ty #0
N(T)ij =91 ifT;=5,Ti;=0andi=j
0 otherwise.

The test operators E in the definitions of the R;s “filter” out all those rules
which are not applicable, the p;’s weight the chances of each reaction according
to the specific rules, and the normalisation N computes the correct probabilities
pi. If a solution is inactive, normalisation adds a one on the diagonal which
preserves the current solution without changing anything.

The linear operator T encodes the probabilistic transition relation =, of the
probabilistic transition system (M, ==, to) defining the operational semantics
of the pCHAM (M, R, uo) as stated by the following proposition.

Proposition 6. Given a pCHAM (M, R, o), let =>,, be the probabilistic tran-
sition relation on M of the associated probabilistic transition system, and let T
be the linear operator on V(M) associated to R. Then, for all S;,S; € M

Si > Sj Zﬁ Tij =Dp.



In order to implement the execution of a pPCHAM (M, R, ug) we have only
to compute the iterated applications of the operator to the vector representing
the initial ensemble, i.e. T™(pg), which realises a discrete time Markov Chain.
Depending on the questions we are interested in we can investigate, for example,
the long run average of this Markov Chain, or other features commonly studied
in the theory of stochastic processes.

4 Properties of the pCHAM

Let us next discuss some of the properties and aspects of the pCHAM and its
linear operator semantics. This is not an exhaustive study but merely attempts
to address some of the more interesting features.

4.1 Completeness of the Linear Operator Semantics

In the previous section we have shown that the linear operator semantics allows
us to encode any transformation of ensembles of a set of molecules T, that is
any pCHAM. The following proposition shows that the reverse also holds.

Proposition 7. For every linear operator T on a finite-dimensional vector space
V there exists a set of molecules T with |T| = t and multiplicity bounded by s and
a pCHAM (M, R, o) over T, such thatV = V(M(T)), i.e. the tensor product
(R*)®, and T is represented by a linear combination of the rule operators R,;.

Proof. 1t is suflicient to show that all matriz units B;;, i.e. matrices with a single
1 at row 4 and column j and all other entries 0, for each tensor factor V(N can
be represented as EZ™ax . D™ . C™.

One can show that B;; = E='Di~1CJ. Operationally this corresponds to
filtering out all situations where the multiplicity of a molecule is too small, then
by destroying all additional copies and then creating the needed j copies.

Any element in V(N)®? can then be represented by a linear combination of
matrix units in V(N)®* which in turn are represented as the tensor product of
certain matrix units in each V(N). 0

This result proves that any Markov Chain on V(M(T)) can be represented
by a pCHAM, i.e. whatever (memoryless, discrete time) random process one
chooses, it is always possible to define the rules of a particular pCHAM which
implements this behaviour.

It is interesting to note that the proof of this fact is not by giving an explicit
construction of this pCHAM but by arguing that the dimension of the space
generated by the “rule operators” is as large, i.e. has the same dimension, as
LV(M(T))) — where L(V) denotes the set of all linear operators on V —
and that we therefore can construct a representation of any possible random
“behaviour” as a linear combination of the basic operators C, D and E. We
will utilise a similar reasoning when we compare the expressiveness of calculi in
Section 6.



4.2 Non-Deterministic vs Probabilistic CHAMs

An obvious issue concerns the relation between the classical CHAM and its
probabilistic version. In order to clarify this relation it may help to discuss the
role non-determinism plays in a specification as opposed to the role of probability.
The following example illustrates the difference.

Ezample 8. Consider two types of molecules: a and d. We think of the first one
as “active” elements which can spontaneously produce a d molecule or turn itself
into a d molecule; the other one is “dead”, i.e. it decays immediately.

The specification of such a behaviour via a non-deterministic CHAM can be
given using the following specific rules.

a— a,d a—d d —
A concrete pCHAM with the same behaviour might have the following rules:
a—1a, d a—>1 d d—

or a general specification of pCHAMSs with this behaviour could utilise ‘unspec-
ified’ probabilities, i.e. with p € [0,1]:

a—pa,d a—1-pd d—

If we assume fairness in the CHAM case and p € (0,1),i.e. p£ 0 and p # 1
then we could expect that we get the same long time behaviour if we start with
{a}} in the case of the CHAM and pCHAM formulation.

It is easy to see that in the case of the CHAM it is possible to obtain after
n steps the solution {a} as well as {a,d,...,d} = {a,d*} for k < n, as well as
the empty solution {}. However, in the case of the pCHAM, we will — after n
steps — quite likely have the empty solution. More precisely, the probability of
obtaining {a,d*|} tends to vanish for increasing n.

In some sense the probabilistic specification reflects more closely than the
non-deterministic specification the real situation as it discards the most unlikely
solution. As the classical example of the Gambler’s Ruin (cf. e.g. [10]) shows: In
real life it is not enough to state that it is possible that one will win the lottery;
we need to say how probable this is.

Essentially we can simulate a non-deterministic CHAM by a pCHAM by “for-
getting” about the concrete probabilities which describe the ensembles T™ ().

Given a non-deterministic CHAM (M, R, 19) we can construct a correspond-
ing pCHAM (M, R/, ip) by attaching to each classical rule in R some non-zero
probability in order to obtain the set of probabilistic rules R'. Vice versa we can
also construct a non-deterministic CHAM for every given pCHAM by dropping
the probabilities related to the rules. A pCHAM gives rise to a unique CHAM,
but there are several pCHAM which correspond to any given CHAM.

Proposition 9. Given a CHAM (M, R,Sy) and a corresponding pCHAM rep-
resented by the operator T on V(M(T)) = V(M)®t, a solution S € M is reach-
able in n reaction steps in (M, R, So) if and only if T™({(So,1)} has a non-zero
component corresponding to S.



4.3 Locality of Rules of the pCHAM

Several people have argued that the need for normalisation imposes a severe
non-locality constraint on probabilistic models of computations. This is only
partly true as one can postpone the normalisation under certain circumstances.
More precisely, if we start with a point distribution pu, i.e. if we know exactly
with which chemical solution we start, then instead of normalising T we can
normalise the T(u) — extending the normalisation to positive vectors in the
obvious way by dividing them by their 1-norm |.||1, i.e. the sum of all their
coordinates.

Proposition 10. Given a pCHAM (M, R, uo) and its operator T = N(T')
with T =Y, piRi on V(M(T)) = V(N)®! and an ensemble p = {{(u1,1)} then
we have:

) - { N ENTW) #0 iy { i T 20

I otherwise i otherwise.

We have for a single step and a point-ensemble essentially that T and N
commute, i.e. N(T')(u) = N(T'(1)) — only in the case of “blocked” solutions,
which result in the zero vector o, we have to complicate things by ‘re-producing’
the original vector.

In other words, if we consider the probabilities along a certain execution
path we do not need to normalise the complete operator T/. We can start with
a point-ensemble, compute the probabilities of its successors in the above way
by N (T’(u)), pick a single successor ensemble and repeat the application of the
non-normalised T’. Non-locality problems only arise when we consider T"(u).
The reason for this is that in this case we do not compute (the probabilities of)
a single computational path but of all possible paths at the same time. This
obviously implies the need to “distribute” the available probability non-locally
between them by normalising T".

The operator T’ encodes the rules —, while T = AN(T') represents the
rewrite steps =,. The possibility to postpone normalisation has also impor-
tant consequences for the Linear Operator Semantics and its tensor product
representation which can be treated in a “lazy” fashion. The only time we have
to compute the tensor product effectively is when we normalise T’, as long as we
work with the original T/ we can apply it component-wise to a given vector as for
a distribution p = ), x;u; with p; = ®j pij the application of T = 3", prRy
with Ry, = ®j Ry is obtained as:

T(n) = Zpk Z(@ng)(® pij) = Zpk Z@Rkj(,uij)
k J J k J

7 %

4.4 Finite vs Infinite pCHAMSs

In the foregoing sections we have assumed that the multiplicity of molecules is
bounded. However we can drop this finiteness condition and work instead with



infinite matrices E, C and D. These correspond to so called projections (E), and
shift operators (C and D).

We can consider instead of V(N) the (Banach) space of infinite sequences
with bounded p-norm, i.e.

(M) = {ixl& | z; €R,S; € M,(i|xl|p)% < oo} CVY(N)

=0 =0

The infinite matrices E, C and D represent bounded (and therefore continuous)
operators. In particular, we can take the Hilbert space £2(M) and directly re-
cast our finite-dimensional framework in this setting. To a certain degree this
framework is even more convenient than the finite-dimensional one; for example
we have CD = I, which is not the case in finite dimensions.

The construction of T follows the same recipe as before. We also observe that
if we start with any initial solution gy which can be represented by a vector in
£2(M) — which is obviously the case for a point distribution — we can guarantee
that the iterations T"(u) will stay in £2(M).

5 Encoding Probabilistic Linda Languages

The CHAM model can be used to describe the operational semantics of various
calculi like CCS, the m-calculus, and the Linda calculus which is at the base of
several coordination languages, see e.g. [2]. Probabilistic versions of such calculi
can be modelled via the pCHAM. We will concentrate here on the encoding of
probabilistic Linda-like languages which we will then use as a base for demon-
strating our approach to define and measure language expressiveness.

We consider a family of languages £(X) which differ from one another for
the set X of communication primitives used. These primitives correspond to the
basic Linda primitives for adding a token to a shared data-space, getting it from
the data-space, and checking for its presence or absence in the data-space. The
languages £(X) also include standard prefix and a probabilistic choice operator.

The syntax of £(X) is formally defined by the following grammar:

Pu=stop |C.P|P|P|P+,P
C = ask(t) | tell(t) | get(t)

where t is a generic element called token in a denumerable set D, P is a process
and C a communication action (or prefix); we denote by P the set of all pro-
cesses. The parameter X defining a Linda-like language £(X) is a subset of the
primitives defined by C.

A program in £(X) is therefore either an inactive, trivial program stop, or
a sequential composition C.P or a probabilistic choice P+, P. As usual we omit
a trailing stop if it is prefixed by a non-empty sequence of basic actions C.

A pCHAM encoding for £(X) is defined by specifying the set of molecules
as DU P and the following molecule transformation, i.e. specific rules (cf also

[11]):



(i) P | Po—1 P, P> (v) stop — stop

(ll) Pl,Pg — P | Py (Vi) tell(t)P —1 P7t
(iil) Py +p Po —p P (vii) ask(t).P,s —1 P,sift=s
(iV) P +p Py —1—p Py (Viii) get(t).P, s—» Pift=s

As with any pCHAM these rules give rise to a set of rule operators R;. All
possible executions of £(X) programs are choices between or sequential applica-
tion of these rules. In other words, all possible “behaviours” of £(X) programs
are linear combinations and products of the rule operators R;. The possibilities
of programs in a language £(X) are thus reflected in the structure of the alge-
bra A(X) which is generated by (linear combinations and products of) the rule
operators R; of the pCHAM for £(X).

Ezample 11. To illustrate this let us construct the algebra A(tell, ask, get) for
a “bounded” version version of the language L(tell, ask, get). We will allow only
one type of token t, i.e. D = {¢t}, which appears only with multiplicity 0,1 or 2.

The linear operator semantics of this language is given by operators on
V(P) @ V({{}, {¢}, {¢t, t}}). To keep things as simple as possible we will con-
centrate only on the behaviour of the store, i.e. the possible transformations on
V({{}, {th, {¢, t}}) and ignore how the processes themselves change.

The operators corresponding to the rules for tell and get and the guard in
the ask rule are given by:

010 100 000
T=1001 G=1100 A=|010
001 010 001

The stop rule is implemented by the identity matrix I. The other four rules do
not directly influence the store component. However, they allow the combination
of basic operators via linear combination (the choice rules) and product (via the
parallel rules). The possible “behaviours” are therefore linear combination and
products of these basic operators, i.e. we have to look at the algebras generated
by some subset of {A, G, T,I}.

We can show that {A, G, T, I} generate the full 3 x 3 matrix algebra M (3).
To do this it is sufficient to show that we can construct all matrix units (cf. proof
of Proposition 7) in M (3) using the basic matrices A, G, T and I. Any other
matrix in M (3) is then a linear combination of the matrices E,,,,. For example
one can easily check that the following holds:

B, =1-A, B, =(I-A)T, B3 =(I-A)TT
By — (I— G)ATGG, B, — (I— G)ATG, Bas — (I— G)AT
Bs, — GAG, Ba, = GA, Bys — GAT

It might be worth noting that we extensively used the negative of A, i.e. the
testing for the absence of the token. One might therefore argue that the algebra
A(X) contains not only the effective behaviours of programs in £(X) but also
artificial ones. However, for the method for comparison of the expressiveness of
languages we introduce in the next section, A(X) is a useful approximation.



6 Expressiveness

The pCHAM provides a uniform encoding for several probabilistic languages
and calculi, in that it is a common abstract semantics on the base of which the
observable behaviour of programs/processes in different languages/calculi can
be specified. It is therefore reasonable to utilise such an encoding to compare
the expressive power of one language relative to another. The idea is similar
to the notion of embedding introduced in [12] and later refined in [13]: given
two probabilistic languages Iy and Iy we first define their associated pCHAMSs
and then we compare them by checking whether or not one can “simulate” the
other. The difference with the original notion of embedding is that we do not
need to specify any particular observation criteria nor to compile a program in a
language into a program in the other language; rather we encode both languages
into the same kind of abstract semantics and compare “how many” computations
can be performed by the first abstract machine which cannot be performed by
the second. In fact, the linear operator semantics of the pCHAM also allows us
to determine the “size” of the space of “behaviours” generated by a certain set
of specific rules and thus provide obstructions which prevents the embedding or
simulation of one pCHAM into another without constructing a counter-example.

This approach can also be adopted to compare the expressive power of non-
probabilistic languages: we just need to consider the restriction of our linear
operators to point distributions.

Ezample 12. Assume a finite set of molecules {m, ..., m;} without a bound on
the multiplicity s. If the specific rules of a (p)CHAM are of the form:

Mty ey Mk —>mj1,...,mjl OT M1, ..., Mk —p M1, ..., My

such that [ > k it is immediately clear that in each reaction the size of the solu-
tion is monotonically increasing. Such a (p)CHAM therefore is unable to, for ex-
ample, purge a solution from all multiples of a certain molecule {mq, my,m,} =
{ma]. It is also unable to embed a (p) CHAM whose specific rules include a rule
like mo, my — mo.

Let I' be a probabilistic calculus and consider an operational semantics for
I' defined via a set of states C(I") and a transition relation —, on C(I'). By an
encoding e of I' into a pCHAM pCHAM(I') = (M, R, 1p) we mean a (total)
function:

e:C(I) = M

which associates to every state of I' a solution of pCHAM (I") such that tran-
sitions in I" correspond to transitions in pPCHAM(I"), i.e. C1 —, Co implies
e(C1) =, €(Cs). We omit a more formal definition (which might impose addi-
tional constraints and correctness conditions on e) as we will consider here only
the encoding of the Linda-like languages we presented in Section 5.

In order to compare the expressiveness of languages we could, on one hand,
introduce a notion of an embedding of languages following directly Shapiro’s ap-
proach [12,13]. Our idea, on the other hand, is to compare languages on the base



of the possible behaviours of their associated pCHAMSs. In order to do this one
could develop a general notion of pCHAM embeddings, or a bit more concretely,
address the question when pCHAMSs, which are the result of the encoding of
calculi or programming languages, can simulate each others behaviour. How-
ever, we will go one step further and base our notion of embedding not on the
pCHAMSs themselves but instead on the linear operator semantics. Our notion
of embedding is illustrated by the following diagram:

el

I
FQ pCHAM(F2>WA(F2)

€2

where e; and ey are the pCHAM encodings of I'y and I respectively, A([7)
and A(I%) are the linear algebras generated from the rules in pCHAM (1)
and pCHAM (I;) respectively, and N is a map N : A(I%) — A([1) which
implements the embedding.

In principle this embedding could be as complicated as one wants. If the two
pCHAMSs in question encode Turing complete calculi then it is always possible to
encode one in the other in some way. However, we will consider only “reasonable”
encodings which respect the structure of the calculi and their pCHAMs, i.e.
encodings which are somehow compositional (on the molecular level). We will
therefore concentrate our attention only on particular linear maps N between

.A(FQ) and A(Fl)

Definition 13. A linear embedding of a linear algebra A into a linear algebra
As is an injective algebra homomorphism, i.e. a linear and product preserving
map N : A; — As.

A linear embedding of a calculus I into another one I is given by a linear
embedding of the corresponding algebras A(I7) into A(I%).

There are further restrictions one could impose, e.g. that the pCHAMSs and
their algebras reflect the structure of the calculi in a particular way, etc. A
particular situation is the comparison of sub-calculi of a given calculus; in this
case e; and ey are the same function.

Ezample 14. A language £(X) can be embedded into a language L(Y) iff A(X)
can be embedded in A(Y), cf also [14]. A simple property of the algebras A(X)
and A(Y) like their dimension can give us a criterion to decide whether A(X)
can be embedded into A(Y): if dim(A(X)) > dim(A(Y)) then it is impossible to
embed A(X) into A(Y"). However, it is not correct to conclude the opposite, i.e.
dim(A(X)) < dim(A(Y")) does not necessarily imply that there is a “reasonable”
embedding of £(X) into L(Y).

Considering the Linda-like languages from the previous section we can show,
for example, that dim(A(tell, ask)) > dim(A(tell)) and dim(A(tell,get)) >
dim(A(tell)) which means that it is impossible to embed either L(tell, get)



nor L(tell, ask) in L(tell). More concretely, one can show that L(tell, ask)
generates only the sub-algebra of upper triangular 3 x 3 matrices U(3). We
can embed this sub-algebra into the full matrix algebra M (3) by taking N the
identity restricted to the sub-algebra U(3), but not vice versa. An obstruction
against the embeddability of M (3) into U(3) is the fact that the dimensions are
incompatible, i.e. dim(M(3)) = 9 while dim(U(3)) = 6.

This is consistent with the hierarchy of languages in, e.g., [14]:

L(tell)

—

L(tell, ask)

LT

L(tell, get) L(tell, ask, get)

7 Conclusions

We presented a probabilistic version of the Chemical Abstract Machine. The
CHAM and its probabilistic version pCHAM provide a basic and simple frame-
work for comparing various probabilistic (or quantitative) calculi. The pCHAM
model is based on a particular, discrete time Markov Chain (DTMC) model in
which a scheduler decides at each time step on the probability that any of the
applicable rules or reactions gets executed.

It will be interesting to investigate different, perhaps more general execution
models for a pCHAM: For example, one could allow the scheduler to execute at
each time step not only a single rule but any number of rules as long as they are
not in “conflict”; this makes it necessary to develop a probabilistic mechanism
for resolving such conflicts. Another line of further work will be devoted to the
formulation of a continuous time Markov Chain (CTMC) model which we can
define via so-called Q matrices which themselves generate transition matrices as
T; = exp(tQ); in this model the chance that any two rules “fire” simultaneously
is zero and conflicts between rules are therefore not a problem.

Finally, we plan a closer investigation of the relation between (general) dis-
crete and continuous time models and of expressiveness issues regarding the
pCHAM encodings of synchronous versus asynchronous calculi, see e.g. [15].
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A Tensor Products

The tensor product plays a central role in our discussion. For the convenience
of the reader we therefore recall some of the important facts about the tensor
product of vectors, (Hilbert) spaces, operators, etc.

Let V1, Va, ..., V, and W be linear spaces. Amap f: V; X Vo X ... XV, —
W is called multi-linear if f is linear in each of its arguments. We denote by
LV1,Va, ..., Vn; W) the set of multi-linear maps. The algebraic tensor product
of vector spaces is defined via a universal property as follows (see e.g. Definition
1.10.1 in [16]).

Definition 15. The algebraic tensor product of vector spaces Vi, Vo, ..., V, is
given by a vector space @, Vi andamapp = Q1 € LW1, Va2, ..., Vn; Qi Vi)
such that if W is any vector space and f € L(V1, Vs, ..., V,; W) then there exists
a unique map h: Q;_, V; — W satisfying f = hop.

This algebraic construction is sufficient for finite dimensional vector spaces.
It is easy to show that in the finite dimensional case we have: V(X x X) &
V(X)®V(X). In the infinite dimensional case one has to consider also topological
aspects; for example, the algebraic tensor product of Hilbert spaces does not form
in general a Hilbert space. Without going into the details — see for example [17],
[18] or Appendix T in [19] — it is however possible to construct from the algebraic
tensor product of Hilbert spaces Hi, Ha, ..., Hn, a Hilbert space which is the
tensor product @ H,;.

The following results summarise important properties of the tensor product:

Proposition 16. If Hy,...,H, are Hilbert spaces and A; € B(H;) with i =
1,...,n bounded linear operators, then there exists a unique bounded linear op-

erator A € B(H1 ® ... ® Hy) such that:
A1 ®...0x,) =A1(21) ® ... 0 Ap(zn).
for all z; € H; and we write A =A1® ... A,.

Proposition 17. The tensor product of (bounded) linear operators A1, As, ...,
A, (on Hilbert spaces) is associative and has the following properties:

(i) (A1®...9A,)B1®...0B,) = (A1B1®...® A;,B,)

() A1®...9(0A)®...0 A, =a(A1®...0A; ®...QA,)

(i) A1®...9A+B)®..0A, =A1®...0A;,®.. A, +A1®...®
B,®...9 A,

(iv) (A1 ®...0A) =AT®...0 A}

(V) 1A1®...® Ayl = [|A1]... [ A

For a proof of these properties see e.g. discussions and remarks following
Proposition 2.6.12 in [17].



