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In this paper we survey ambient intelligence (Amigluding its applications, some of the technologieses, and its social and
ethical implications. The applications include Amhhame, care of the elderly, healthcare, commercéasihess,
recommender systems, museums and tourist sceramsgiroup decision making. Amongst technologiesogad on ambient
data management, artificial intelligence, for examplanning, learning, event-condition-action rutesnporal reasoning, and
agent-oriented technologies. The survey is nohited to be exhaustive, but to convey a broad rahgpplications,
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1. INTRODUCTION

The term Ambient Intelligence (Aml) was coined hg European Commission, when in 2001 one of
its Programme Advisory Groups, the European Comtysrinformation Society Technology

(ISTAG), launched the AmI challenge (Ducatel e&I01), later updated in 2003 (Ducatel et al. 2003)
But although the term Aml originated in Europe lsage and intended goals have been adopted
worldwide, with many related projects and resegamcdgrammes in recent years. This very active area
has been the subject of several collections of ;gap@d special issue publications [e.g. Webel. et a
2005, Cai and Abascal 2006, Augusto and Nugent,2888s et al. 2009, IEEE Intelligent Systems
Magazine 2008], and several specialised workshodsanferences. Some examples are The
European Conference on Ambient Intelligence whias been running for the past three years, The
International Conference on Ubiquitous Robots antb#ent Intelligence, running for the past 6 years,
The Ambient Intelligence Forum 2009, and The Initional Scientific Conferences in the Ambience
series held in 2005 and 2008.

Ambient Intelligence is the vision of a future imiwh environments support the people
inhabiting them. This envisaged environment is tinaive, interconnected, adaptable, dynamic,
embedded and intelligent. In this vision the triadial computer input and output media disappear.
Instead processors and sensors are integrate@iipday objects. So, for example, instead of using
mice, screens and keyboards, we may communicaetiginvith our clothes, household devices and
furniture, and these may communicate with eachrahd with other people’s devices and furniture.
The envisioned Aml environment is sensitive tortkeds of its inhabitants, and capable of antiaipati
their needs and behaviour. It is aware of theispeal requirements and preferences, and interattts w
people in a user-friendly way, even capable of egging, recognising and responding to emotion.

Most authors broadly share similar views of thetdees required for Aml applications.
Gaggioli [2005] identifies Aml as an intelligentnbedded, digital environment that is sensitive and
responsive to the presence of people. The keyrisahere are intelligence and embedding. By
intelligence he means the system is sensitive ntesd, is adaptive, learns from the behaviour efsis
and, eventually, recognises and expresses em&joambedding he means small, possibly
minituarised devices that merge into the backgrafrzeople's activities and environments. Similarly
Aarts [2004] identifies 5 related key technologgtiges: embedded, context aware, personalised,
adaptive, and anticipatory.

The Aml environment is based on miniaturised amddost hardware, providing complex
networks of heterogeneous ‘information appliancessmart artefacts’. These, individually or as an
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ensemble, can assist users in day-to-day or excggptactivities. They can demonstrate common sense
and problem solving ability, and assume resporissifdr certain aspects of the user, such as
monitoring, alerting and helping users in theikasAdvances in Aml are facilitated by the longner
increases in the power of microprocessors and eahnblogy, as well as the cost-efficiency of sterag
capacities and communication bandwidths.

Some of the more modest visions of Aml are neaeatisation, and others look more like
science fiction for now. But the scope of potergipplications is vast, and in this survey we lobk a
many. Aml has the potential of freeing people frtemious regular routine tasks. It can provide
assistance in many circumstances. For example fsam&y never loose track of their children in
crowds, because of location sensors and miniaturerainication devices sewn into the fabric of
clothes. Blind people may be guided in unfamiliavieonments by intelligent signposts and public
transport timetables that may communicate via eggheadsets [Coroama and Rothenbacher 2003].
Our washing machines may query our dirty clothegte required washing programmes. Traditional
memory aids can remind the user about activitieghein daily schedule, but more sophisticated
memory aids, on the other hand, can be contexitsensrhey can observe the user in their actisitie
guess their desired tasks and on that basis issui@ders and guidance [Philipose et al. 2004, Ebkllo
et al. 2003].

Aml has potential applications in many areas @, lihcluding in the home, office, transport
and industry, entertainment, tourism, recommenggiems, safety systems, ehealth, and supported
living of many different variations.

The potential of Aml at home has been the subjesearch for at least a decade in some
major industries. The Microsoft Corporation Domestome in Redmond, Washington, for example,
showcases Aml-based smart appliance technologieeddhome. There are no desktop or laptop
computers, but the wallpaper is interactive, amdlzacontrolled by tablet PCs. The mailbox outside
tracks the mailman's location using GPS, and usarget a real-time estimate of when mail will
arrive, on the mailbox display or by cell phone |RFEradio frequency identification) tags embedded
into envelopes even provide information about whatil is on the way. RFID tags are “active
barcodes” that attach digital information to obgedthis technology is being increasingly used by
industry for tracking inventory. These tags cargbige small and do not require a battery. In the
Microsoft Home there are RFID tags on clothes ak Wea bedroom, by holding clothes up to a
mirror which doubles as a screen one can get irdtom about them, including whether matching
items like a skirt or jacket are in the wardrobéhar laundry. The kitchen has an “intelligent” note
board. If you pin a pizza coupon on it the restatsanenu and phone number are displayed. You can
call the restaurant with a tap on the board.

In the UK British Telecom (BT) and Liverpool Ci§ouncil have trialled telecare technology
within a project devised by BT's Pervasive ICT Rest Centre [BJHC&IM 2006]. The trial
concerned a system that responded to crises imotine. Each home contained 12 wireless sensors,
including passive infrared sensors, entry switalsees, occupancy sensors, a toilet flush sensoaand
temperature sensor, all connected to a centraivggteand to a BT server, via a secure broadband IP
channel. If a cause for concern is flagged a voadkis made to the home’s occupier. If he/she
confirms that they are ok, voice recognition tedbgy is used to cancel the concern, otherwise egvoi
alert is sent to selected personnel, who can teerawstandard web browser to access information
about the inhabitant and the circumstances oflére a

Personalisation and context awareness have besn afothe objectives of Aml technologies
developed at Philips Research laboratories
(http://www.research.philips.com/technologies/sgeftw/ami/breakthroughs.html — visited 3 Sep 08).
In conjunction with sportswear manufacturer Nikbilips has investigated biosensors that can be
embedded in clothing to detect parameters suclkas rate, respiration rate and blood oxygen levels
The aim is to provide personal fitness training hadlthcare-monitoring within sports clothing.
Another project is Philips Research’s CAMP (Contéwtare Messaging Platform), aimed at providing
context awareness in mobile devices. Locationkisriaas an indicator of context, and a prototype
system uses Bluetooth short-range wireless trassomnis between stationary ‘beacons’ and mobile
devices. Beacons and mobile devices can transfoiniration, for example about their ‘interests and
offerings’. Thus, for example, in a meeting wittfamiliar people a beacon in the room could transmit
their electronic business cards to your mobile cet help you identify them. Similarly, in a shopp
centre, a beacon could alert you via your mobildaeabout any friends that are nearby, and which
shops they are in, as well as any special offensroducts you are interested in.

Context awareness is also one of the key elenoétite vision of ihospital proposed by
Sanchez et al. [2008]. The ihopspital, an intevactsmart hospital environment, provides context
aware communication whereby, for example a messagde sent to the doctor responsible for a



patient in the next shift, without the need to kneho the doctor will be. Information about context,
such as location, time, and the roles of the pepmsent, and RFID-tagged artefacts, is also used f
activity recognition, for example the activitiesafvard nurse and doctor during the morning hours,
handling reports and case files, may be interpraseplatient care or clinical case assessment.

The use of Aml for leisure and tourism has beeguiard by Augello et al. [2007], Gonzales
et al. [2004b], Park et al. [2006] and Rumetshefeal. [2003], amongst others. It has been exglore
also in several EU-funded projects such as Ambie&¢2002-2005), and FP6 e-Sense (2006-2008,
http://lwww.ist-e-sense.org/), and FP7 Sensei (ZBQBt, http://www.sensei-project.eu/). Busettalet a
[2003, 2004], within projects PEACH and TICCA, haelored the use of Aml for interactive
museums. In their scenarios museum exhibits argpped with several agent-controlled devices that
are capable of producing a presentation aboutxhibié but with different capabilities, e.g. picas,
video, text, audio. The devices sense approachgiigrs and produce presentations, controlled by a
multi-agent architecture and role-based real-tio@ dination mechanism.

Research into ambient recommender systems, ergass et al. [2004a, 2004b, 2005, 2006],
attempts to extend the functionality of conventimeaommender systems. This involves designing
proactive systems that are intelligent and ubiqustadvisors in everyday contexts, that reduce the
information overload for the user, and are sersitadaptive and responsive to user needs, halits an
emotions. Recognising human emotions and usingehizgnition to reduce user frustration, for
example in games or tutoring systems, are alsweaatieas of research within Aml (e.g. Picard 2000
and 2007, and Paiva et al. 2007). Recognising &hsing emotions have also been considered in
other areas such as group decision making [Mase&tal. 2007a, 2007b].

Inevitably the social impact and the acceptancguoh potentially powerful and intrusive
technologies are topics of debate, and have beer #ieir conception [Weiser 1993]. The success and
acceptance of Aml by the public will depend on hemgure and reliable it is and to what extent it is
perceived to allow the protection of the rights anidacy of individuals.

As well as setting out a technological vision ofilhthe European Commission (ISTAG)
report [Ducatel et al., 2001] identified severahidcteristics necessary for its social acceptdrme.
example it suggested that Aml systems should:

* Facilitate human contact

* Be oriented towards community and cultural enharssgm

* Inspire trust and confidence

* Be controllable by ordinary people —i.e. therewtidoe an “off-switch” within reach.

This survey includes reports of some work carrietito explore such issues, including the impact of
Aml on social norms, as well as its possible ecanomplications.

The Aml vision may be thought of as the convergeofcat least three areas of computing,
namely, ubiquitous computing, sensor network tetdgyand artificial intelligence. Mark Weiser
[1991] describes ubiquitous computing as the conekpomputers weaving “themselves into the
fabric of everyday life until they are undistingogble from it". He believes that ubiquity is theyke
providing effective, flexible and convenient amhbienvironments, and outlines scenarios to thisceffe
which use a multiple of devices combined with sienpbntext-awareness, provided by identification
tags for people and objects. But Aml is now a \mgad multi-disciplinary endeavour, drawing on and
consequently enhancing existing technologies, dinlyubiquitous computing, ubiquitous
communication, intelligent user-friendly interfadesg. multi-modal, visual, sound and speech),
artificial intelligence and multi-agent systemsislfurther supported by sensor network technokgie
location and motion trackers, medical devices,slenisupport systems, mobile communications, and
wireless networks.

Progress in wireless technologies, sensor netwdikglay capabilities, processing speeds and
mobile services has paved the way to impressiveldpments in the Aml field. These developments
help provide much useful (raw) information for Aapplications, and artificial intelligence and agent
based technologies have been explored to takadutintage of such information in order to provide
the degree of intelligence, flexibility and natureds envisaged. Many Al techniques have been
explored in this context, for example learning (eGpok et al. [2006]), affective computing (e.qg.
Picard [2000]), case-based reasoning (e.g. KoftésBon and Aamodt [2006]), temporal reasoning
(e.g. Augusto et al. [2005]), planning (e.g. Aonig et al. [2005]), decision trees (e.g. StankiozsH
Trnkoczy [2006]), and fuzzy logics (e.g. Hagraale{2004]). Some database technigues have also
been used such as event-condition-action rules\stoget al. [all years]), and (extensions of) SQL-
based data management techniques (e.g. Fend20@4]).

An emergent field is the multidisciplinary synergfyambient intelligence and natural
language processing (NLP), sometimes called Amt8emantic Computing (see, for example, IJSC
[2009]). This field refers to the application of RLontology related work and computer perception



techniques such as situation detection and speedgmition to ambient intelligence, to combine
“naturalness” with the “smartness” of Aml. In admap article, Gurevych and Muhlh&user [2007]
highlight the mutual benefits that NLP and Aml| daing to each other. On the one hand, NLP has the
potential of transforming human-oriented unstrustiinformation into structured knowledge, and of
providing natural language and speech interfacagh® other hand, Aml technigues can provide
sensed contextual information for disambiguatinira language.

Agent technology is commonly used in Aml applioas. This is not surprising, as the
pervasive nature of Aml requires distributed infation and problem solving, and agents are known to
facilitate such architectures. Agents can be usagsaful abstractions in Aml systems, for exampte f
devices and functionalities, and as paradigmsnfigiémentation. They can be used at various levels i
Aml systems: for example, to model individual deggresent in the Aml environment, or they can be
exploited at the middleware level to co-ordinate dlctivities of the lower level entities, or theande
used at a higher level to form the interface famhuas.

Favela et al. [2004] and Rodriguez et al. [20@@85 ], for example, describe an architecture
called SALSA, for health care, which uses agen@asractions, to act on behalf of users, to reprtes
services, and to provide wrapping of complex furrlity to be hidden from the user. Amigone et al.
[2005] describe a mixed central and distributedreagh to planning in an Aml environment where
devices are represented by agents, and enter aveltlee environment. Da Silva et al. [2007] degcrib
an architecture for an Aml-enhanced bookshop, wtiene is a one-to-one map from the elements of
the bookshop (e.g. customers and audio-visual dsyiento agents in a parallel software world of
agents. Misker et al. [2004] describe a prototypens devices and services in an ambient intelligenc
setting are represented by agents. The aim ofriitetgpe is to experiment with issues in user
interaction with agents, with particular attentiorthe balance between the autonomy of agentshend t
requirement for the user to be in charge.

Different architectures have been used for orgagiagents in Aml systems. For example, Da
Silva et al. [2007] describe a blackboard architectvhereby administrative agents look for messages
and then contact appropriate service agents tovd#dakach message. LoudVoice [Busetta et al. 2004]
on the other hand, is based on an architectunamlidit organisations emerging through role-based
communication. Several other Aml proposals [e.ggdsio et al. all years] use a centralised agent
architecture, where a single agent receives alitfoemation and is responsible for all the deaisio
making. Robocare [Cesta et al. 2002, 2005], formgta, has aevent manageagent that processes all
requests and then directs each request to an agieopgent via agent-to-agent communication.

Other non-agent-based generic architectures Hawdaen proposed. For example, Piva et al.
[2005] and Marchesotét al. [2005] propose architectures inspired byoaleh of human consciousness
given in Damasio [2000]. Ramos [2008] also prop@saen-agent-based architecture for ambient
intelligence systems that combines the use of étiteques, such as planning, learning and modelling,
with operational parts such as sensing and actydtie gives brief example applications in group
decision making, assistance of pilots in flightsl amstoration of power after incidents of powetuia.

This survey does not attempt to be exhaustivapiuing all possible disciplines and
reported work within the Aml framework. In partien] it does not address the technologies of sensor
networks and hardware issues. It focuses primarilgpplications and the “intelligence” aspects of
Aml. It is biased towards the Al and agent techgias used in Aml, although where attempting to
give a broader flavour of the field of work it tdwes on other prominent approaches and technologies.

The paper is structured as follows. First, in Bect 2-6, we explore several major
applications of Aml. For each broad applicationredgiew a collection of papers, and, where necessary
for understanding a technical contribution, we jevbrief background material on the technology
used, for example the BDI architecture, abductdged programming, and event-condition-action rules.
Then, in Section 7, we look in detail at additiodata management and Al technologies in
development for use in Aml systems. In Section 8ae& at affective computing and the consideration
of human emotions in ambient intelligence applmagi and in Section 9 we consider the social and
ethical issues. Finally, in section 10 we concltidepaper.

2. AMI APPLICATION: AMI AT HOME

A great deal of the vision of Aml is targeted a tiome environment. Aml at home can provide
context-awareness and pro-activeness to suppandaseliving. For example [Encarnacao and Kirste
2005] the bathroom mirror can remind a person efrttedication he/she has to take, and the car stereo
can tune into the same station that was on duniegkfast. Some ideas and functionalities are distan
visions, such as self-monitoring and self-paintivadls, and lighting and furniture recognising

emotions and moods, and some have already proguosstypes, such as dormitories that learn

simple preferences of their single occupiers raggrdpen or shut windows and level of lighting or



heating. Some simple Aml-based devices are evameby commercially available, such as
temperature sensitive heating systems, movemesitisenlighting, and light-sensitive blinds.

Various names have been used to describe homggpedwith pervasive technology to
provide Aml services to the inhabitan&nart Homesnay be the most popular term, and others terms
includeaware housesntelligent homesintegrated environmentslive, interactive, responsive
homes/environmenttnovation in domestic technology has long begved and marketed by the
desire to reduce labour and improve the qualityroé spent at home. This continues to be one of the
motivations for development of AmI at home. Othesstbrs include technological advances and
expectations, and an increasing trend in a waifjeofiat blurs the boundaries between home, work,
and places of rest and entertainment.

2.1 What are Smart Homes?

A Smart Home environment is a home equipped witlsses and activators of various types to monitor

activities and movement, and to monitor risk situa, such as fire and smoke alarms. In general,

there are usually three main components assoacidtedEmart Homes, a set of sensors, a set of
activators for controlling the sensors and othelgment, such as cookers, windows, etc, and
computing facilities to which the sensors and attivs are linked.

The sensors can, for example, detect if a tap i avot, a weight is on a seat, or whether
someone wearing an identifying tag has passed wndeor joining two rooms. The sensor
information may require some form of further pragieg to produce useful data, for example about
location (e.g. Rodriguez et al. [2004] - see Secti.1 in this survey), or about the task the esids
trying to achieve (e.g. Geib and Goldman [2001]ipG2002]). It can be used to trigger some form of
intervention on the part of the Smart Home to adisaster (e.g. Augusto et al. [all years] - setiBe
3.4 in this survey). It can also be used to leatmalyiour patterns of the occupant (e.g. see Hagrals
[2004] - see Section 2.5 in this survey).

The Smart Home concept is often used to suppoytlpevith some cognitive impairment
living on their own. Such homes are intended to/igi® better quality of life and greater levels of
independence, and to reduce the need for institaligation by extending the time that people cem li
in their own homes.

Alarm systems are standard conventional equipprevided currently in most homes. But
the Smart Home concept goes much beyond theseyisaged systems that can monitor the resident’s
activities, compare them with his/her profile, taation if necessary and provide help and guidance
regarding safety, health, medication, as well dsreinment and other matters. For example, cugrent
there are alarm buttons in the home or around sop&r neck or wrist to alert of emergency, fire,
unconsciousness, or a fall. But the problem istthete may not be enough time for the user to ¢rigg
the alarm [Abascal et al. 2008]. To alleviate frisblem there is a move towards alarms that can
activate themselves, for example based on vitaitfons such as pulse rates and blood pressure.
Similarly we have many standard automatic systdratsdwitch the light on when they detect motion,
but a Smart Home can turn the light oraiticipationof its resident’s needs, or even turn the light on
as a reminder or cue to where the resident shautddwing towards.

Aml services envisaged in the home environmentdethe following:

» Performing many everyday tasks automatically, tiedsicing the burden of managing the house,
for example controlling household appliances ameiobbjects to make household duties and
maintenance tasks easier;

« Improving economy of usage of utilities, such ackicity, by controlling the lights and window
blinds, for example;

» Improving safety and security, for example by preireg accidents, recognising and fast reporting
of accidents, tracking people and providing entigess control with sophisticated interfaces.
Safety/security can be considered in many resp&htse include the obvious, such as entry
access control and alarm facilities, automatictggieotection for appliances such as irons and
ovens, to safety in terms of health and biomediwaitoring, to buildings that monitor themselves
and alert about, or even make, necessary recotistris@nd repairs;

» Improving quality of life, for example through ertanment and increasing comfort levels;

»  Supporting independent living for the elderly ahd impaired. This is addressed in the next
section, as it is an important application in inaight.

The technologies needed are diverse. Two main gecemponents are a networked set of sensors and

computing facilities, to integrate and interpreg gensor information, and learn or initiate actitime

sensors can be specialised for sensing carbon ridmdeat, motion, or for detecting whether a door
or window is open or shut. Some specific applicattb Aml| at home may require multidisciplinary



collaboration, in computer science, electrical eegring, and possibly aspects of medicine and géner
health care, social sciences and occupation therapy

Much of the work on Smart Homes concentrates erhdrdware, sensors and devices, but
several authors [Augusto and Nugent 2006, Cesih 2005] have argued that Al techniques can help
the evolution of Smart Homes by bringing a degrfesophistication to the processing of information
provided by the devices and sensors. This proagssin be focussed on learning user profiles (for
example Cook et al. [2006]), on diagnostic capaéslidetermining whether a deviation from routisie i
a matter of concern, on advising whether or netsateduling of normal activities is possible after
deviation (for example Bahadori et al. [2004c])d &am combining elements of temporal and
probabilistic reasoning to provide a more poweskitting for monitoring and intervening (for example
Augusto and Nugent 2006a). Others (for examplei@ewdr Stathis [2008]) have argued that a rational
and reactive agent architecture may be approprtatede for smart home applications, as such an
architecture is designed for dynamic environments@n be used to provide the required reasoning
and adaptability.

It has also been argued (for example by AugustioNugent [2006a] and Patkos et al. [2007])
that smart home applications and Aml, in genecah contribute to the advancement of Al
technologies, by providing Al with non-trivial tkeds and scenarios, requiring integration and
development of several techniques.

We start the survey of Aml at home with an ovewscene-setting paper, Friedewald et al.
[2005], and then move on to more technical papvs.papers describe three implemented home
systems, GENIO, MavHome and iDorm, illustrating agees in home ambient systems and the use of
RFID tags, speech recognition, learning and fupgyck in this application.

2.2 Friedewald et al. [2005]
This article discusses the opportunities that anthigelligence can provide in the home environment
and describes the risks, and the balance betwedethnology enhancing or overburdening life. In
their view Aml solutions at home will cover foureass:

a. Home automation

b. Communication and socialisation

c. Rest, refreshing and sport

d. (Household) Work and learning.

a. Home automation:

This includes the control of electricity, heatimdy-conditioning, ventilation, and fire and intrude
alarms. Many such functions already exist, e.gionafetectors, sensitive air conditioners, autoenati
heating adjusters, and automatic sunlight-senditivels. Several challenges have been identified fo
enhancing such functionalities in intelligent hom®@se is in providing more flexible interfaces for
such functions, such as voice, hand gesture, aa xpression. Another is the adjustment of such
functions according to the home’s knowledge ofgheferences of its residents. A third is in
recognising the user’s likes or dislikes on theffym their voices or facial expressions, and atfois

in managing spaces shared by several occupierdriergls and families. Maintaining security at reom
can go beyond ordinary access control to lockskdepaf identifying persons, hands-free unlocking
and affordable face/voice/iris recognition facéi Such recognition techniques could also be nsed
other aspects of the home, for example to providepteferred entertainment for the person occupying
aroom.

b. Communication and socialisation:

We already enjoy technological advances in fastsg£and communication via the internet, with hand-
held or hands-free devices, and with mobile phatbdeo facilities. Aml technological advances
could provide access to digitalised documents, lfapfiotos and films, regardless of location and
equipment. They could also open up different wdysasticipating in the civil society, for examplg b
e-participation and electronic voting in politiceferenda (e-governments) and unions. Furthermore,
and possibly in the longer term, Aml may allow fation of ad hoc wireless social contacts and
communities of people with shared interests andsid&ough spontaneous contacts of their virtual
profiles, for example, people wanting to commute fmarticular area.

c. Rest, refreshing and sport: Resting can be stggbby Aml through ‘multi-functional, flexible’
furniture, with sensors embedded in the furnitueasuring blood pressure and pulse for example,
together with bio-identifiers recognising the ocanpof the furniture and recognising their prefeen
e.g. for a nap, massage, soft music, etc. Datalcaseecognise and play a piece of music after the



occupant hums a few bars of it. The home may comail facilities dedicated to health and fitness,
for example counting the amount of time spent udirgstairs and estimating the calories used, ds we
as biomedical monitors to regularly check bloodsptee and heart rates.

d. (Household) Work and learning: Household apgksmalready reduce the amount of housework.
Aml-embedded appliances can go further. For exampkhing machines can determine the
programme required for washing by checking the ele@f soil of the clothes, vacuum cleaning robots
can not only navigate round obstructions, but dao @cognise small items and tell apart, for eXxamp
a small bottle top and an ear-ring on the floocold even be possible to discard cleaning appdian
and embed cleaning properties within materials d@wes. The refrigerator can become a kitchen
computer displaying information about its conteats] listing missing items. The home Aml vision
extends to entire buildings, where buildings haalérepairing elements: walls, floors and ceilings
monitoring the state of repair and warning whemehe need for work, walls self-painting, gardens
recognising the need for mowing, and lawn mowirgpte recognising flowers that are to be preserved
in their path.

Clearly realising such visions provide major chafies, amongst them the context sensitive
and personalised requirements of Aml (how to adelyaecognise what the human habitant needs or
wants). There are also social and cognitive chgienfor example how to provide the functionalities
in such a way that they enhance life rather thartmwden it, and how to ensure that they do nat lim
initiative and weaken the cognitive abilities of maulnerable people, such as the elderly.

2.3 Garate et al. [2005] GENIO

This paper describes the GENIO project which isleborative effort between two companies in

Spain, Fagor Electrodomesticos and lkerlan, aimiguiaviding ambient intelligence at home. GENIO

is Spanish for Genie, the one that grants youresin this work household appliances such agédrid

washing machine, oven, and sensors, security aatthgedevices are networked and managed by a

central controller which can respond to and hottisdogue with the user in natural language (Spanish

This central domotic controller is called Maior-Dorand has a visible avatar representation. A

demonstrator has been built consisting of a kitcmeh sitting room with various domestic and

entertainment appliances controlled by Maior-Domo.
Some of the appliances and devices and theitbdéjes are as follows:

* Oven: This has a database of recipes and oncepe ischosen it can control the oven
temperature, timing and method of heating.

» Fridge: This has an RFID (Radio Frequency Ideratfan) antenna and an RFID reader inside
allowing it to read the goods stored in it. The d®bave to be equipped with RFID tags.

» Alarge panel containing the electronic boards wbahing machine and a dishwasher. These
boards substitute the actual appliances for thpgaas of the demonstrator.

» A computer working as Maior-Domo: This can commatécwith the oven, washing machine and
dishwasher electronically. It is also equipped vaithpeech recognition system (developed by
means of Java, VXML, JSP, JavaBeans), a Text te@peomponent, applications to command
the appliances, and digital information such ag@hsongs, videos.

* A pocket microphone for the user allowing wirelessnection to Maior-Domo from anywhere in
the environment.

Some example scenarios used in the demonstrator ar

* Reading emails: User: “Maior-Domo, how many emddd have”. Maior-Domo answers with a
number and gives the sender of each one, from whiliser can choose which one Maior-Domo
should read for him.

* Activating washing machine: User asks Maior-Domavésh his clothes by the time he gets back
from work. Maior-Domo enquires when he will be bdakm work and which washing program is
required, and on getting the answers sets the ngshachine.

» Checking goods in the fridge and preparing a shapjist: User specifies list of items he would
always like to purchase, and can command Maior-Ddwiwvoice, to add further items to the list
and download it.

* Preparing a recipe: User can ask Maior-Domo facipe, for roast chicken, say, and specify the
number of people it is required for. Maior-Domoul§ the recipe to the number required, and can,
on command, read the recipe line by line pausingi$er command after each line.

» Entertainment: User can ask for some Mozart mésigxample. Maior-Domo lists what is
available and plays what the user selects, and sitogommand.

The major contributions of this work are the reettings, the demonstrator allowing control of
several appliances, and the voice processing. Otieef work proposed includes recognition of the



person giving commands to Maior-Domo, for examplersure that a child does not activate the
security system or the oven.

2.4 Cook et al. [2006] MavHome

This paper describes the MavHome (Managing An ligeait Versatile Home) project at the University
of Texas at Arlington. The objective of the projecto “create a home that acts as a rational &gent
that has sensors and effectors, and that acquickagplies information about the inhabitants to
provide comfort and efficiency. Comfort is in termfsthe ambience of the environment, including
temperature, ventilation, and lighting. Efficienisyin terms of the cost of utilities, such as gad
electricity. Thus the aims are twofold, to reduoe meed for inhabitants to intervene to make cheinge
for themselves in the environment, and to redueggnconsumption.

A Mavhome idealistic scenario is as follows. InbBohouse:

“ At 6:45 am MavHome turns up the heat becausestlearned that the home needs 15 minutes to
warm to optimal temperature for waking. The alamegoff at 7:00, which signals the bedroom light
to go on as well as the coffee maker in the kitctBab steps into the bathroom and turns on the.ligh
Mavhome records this interaction, displays the rimgrmews on the bathroom video screen, and turns
on the shower. While Bob is shaving MavHome setis&tsBob has gained two pounds over the last
week. MavHome informs Bob that this has been altwrer the last two months and offers
suggestions for changing his lifestyle. When Balisfies grooming, the bathroom light turns off while
the blinds in the kitchen and living room open émergy saving alternative to Bob’s normal approach
of turning on the living room, kitchen and hallwigghts). When Bob leaves for work, MavHome
secures the home, lowers the temperature, start®bot vaccum, and turns on the lawn sprinklers ..
MavHome tracks Bob’s activities while he is awagnfrhome in order to inform him of problems at
home and to have the house temperature and hpteplared for his return at 6:00.”

The MavHome architecture is a hierarchy of rati@waoperating agents, each agent
consisting of 4 layers. These layers, from topdttdm, are: the Decision layer, which decides what
action to execute based on information providedthgr layers, the Information layer, which collects
stores and generates knowledge for decision makiegCommunication layer, which is used for
information passing between agents, and betweehdhse and external devices, and the Physical
layer, which contains basic hardware, devices,rateork within the house.

Information about the current state is passeddhe Decision layer via the Physical layer
through the Communication and Information layersciBions about what actions have to be executed
are passed on from the Decision layer to the Palkger via the Information and Communication
layers. In more detail, sensors collect data atf@ienvironment, and transmit the data to the agent
through the communication layer. The data is statexldatabase and new data can be passed on to the
decision layer, which may decide that an actiorukhbe executed. The decision is passed on to the
information layer and stored in the database asdquhon to the appropriate effectors in the Phlysica
layer for action execution.

Communication is both point-to-point and publistescribe, and uses the CORBA (Common
Object Request Broker Architecture) model, whichnsindustry standard specification developed by
the Object Management Group (OMG) to aid the comatind usage of distributed objects. All agents
register their presence using Zero Configuraticer¢Zonf) technologies. Zeroconf provides for
automatic configuration and address allocation orless networks, allowing agents to join
dynamically.

Mavhome combines several machine learning alguostto learn the inhabitant’s habits (it is
assumed the home is inhabited by one person wied, tpredict their next action and form action
policies (for manipulating the environment). Torle¢he inhabitant’s habits, data mining is apptied
data collected from observations of their actigiteand interactions with the environment, to extract
patterns. The data mining is based on an approaégtawal and Srikant [1995] that deals with time-
ordered transactions. To predict the inhabitardt®as a compression algorithm called LZ78 [Ziv and
Lampel 1978] is used in conjunction with a histofyhe inhabitant’s interactions with (the devides
the environment. To learn action policies, reinfanent learning is applied with a model of the gyste
as a Markov Decision Process (MDP), where stateassociated with rewards and state transitions are
probabilistic. Negative reinforcement is receiveltew the inhabitant immediately reverses the
automatic action of the system (e.g. turns thet ligitk on).

All MavHome components are implemented and aredgotsted in two environments, a
workplace environment and an on-campus apartmehtanfull time student occupant. In both
environments the sensory information includes |itgdrnperature, humidity, motion (via passive
infrared sensors), and seat (occupied or not) aod @hd window (open or closed) status. The
apartment also has sensors for leaks, smoke deteegnt position, and CO detection. The aim of the



experiments in both settings has been to mininfisarthabitant's manual interaction with devices.
Variations in the learning algorithms are mappeaireg} reductions in manual interactions. The result
reported indicate a reduction of between 72% anfd iréboth environments.

2.5 Hagraset al. [2004] iDorm

This work reports the use of fuzzy logic based méghes to learn user preferences in an ordinaiydiv
environment. They have devised an experimentalligent inhabited environmentalled the iDorm
(intelligent dormitory) at the University of EsséxXK. The iDorm contains space for various actigitie
such as sleeping, working and entertaining, andais various items of furniture such as bed, desk,
wardrobe, and multimedia entertainment systens. fitted with multiple sensors and effectors. The
sensors can sense temperature, occupancy (for &xasgr sitting at desk, user lying in bed),
humidity, and light levels. The effectors can opend close doors, and adjust heaters and blinds.

The iDorm has embedded computational componealsdimg:

1. iDorm embedded agent: This receives readings fhe sensors about time of day, room light and
temperature, outside light and temperature, sfardnmow (closed, open), and user’s activity, e.g.
sitting at desk, sitting, lying in bed, using et@émment system, computer, etc. It contains the'sise
learned behaviour, and on the basis of this andeheor data it computes any appropriate actions,
using a fuzzy logic technique. The actions incladpisting a fan heater/cooler, lights, or blinds.

2. Arobot: This is a physical robot under the conof the iDorm agent. The robot is equipped with
some navigation capabilities, such as obstacledangie, and can move and carry items such as food,
drink and medicine. iDorm is aware of the robotiedtion and sends it instructions for moving to a
destination and carrying objects.

iDorm deals with two types of rules, static (usetependent) rules such as how to react in an
emergency, and to lower the lights and temperattnen the room is unoccupied, and learned rules
reflecting the user preferences. Each user idifdahby a unique ID. When a new user enters the
room there is a monitoring period to sense usevities. These provide examples for the learning
phase. Learning is based on negative reinforcemsrit,is assumed that users change something in
their environment when they are dissatisfied witf he learning uses a fuzzy logic based technique
calledIncremental Synchronous Learni(igL).

After the monitoring and learning the iDorm agean take control of the environment. If the
user behaviour changes the learning system maytoeaddify some of the rules, so it will go back to
a learning phase. So there can be a repeatedriggorocess. There is an Experience Bank that stores
the previous occupants’ rules. After the initialmitoring phase the system tries to find a best matc
from the bank. So the learning starts from somt&iniule base. The paper reports a limit of 45Qtn
number of stored rules.

The experiment reported is the following. A usecupied iDorm for 5.5 days (132 hours).
The user could interact with the environment wisglg via a portable device (HP IPAQ) providing a
form of remote control interface. At the end ofstperiod the number of rules learned over time was
examined, the hypothesis being that if the syster® successful in learning user preferences, then
there would be fewer incidents of user interventiwar time, and thus fewer rules would be learned
over time. The study found that in the first 24 tsomany rules were learnt. Then the number of tearn
rules fell significantly until time 60. From timé&®&o 72 there was an increase in the number afiéehr
rules, and after time 72 there were no new leankedr The increase during the period 60-72 was
explained by the observation that the user washgduéw activities to his behaviour during this time
The authors conclude that the embedded agentdisagnily reduced the user’s need to intervene, and
the Experience Bank also reduced the time thankded to learn user behaviour. The future work
includes multi-user environments and fully functiapapartments.

3. AMI APPLICATION: DOMESTIC CARE OF THE ELDERLY, ASISTED
LIVING

One application area of ambient intelligence trest &ittracted much attention is support for
independent living for the elderly. Better healdneceand quality of life have caused an increase in
longevity. In 2002 it was estimated [UN 2002] thmEurope the elderly made up 12-17% of the total
population. The proportion of the UK population p&& years old is now 15%, compared to 11% in
1951 and 5% in 1911 [Centre for Economic Policydzesh
http://lwww.cepr.org/pubs/bulletin/meets/416.htnm] the UK this year the number of people over 60
has exceeded the number below 16. Several stuaieshighlighted a widely anticipated continuing
increase in the elderly population. In the US peapler 65 years are the group of the populationisha
fastest growing in numbers, and by 2020 they apeebed to represent 1 in 6 of the population
[Corchado et al. 2008].



The following is an extract from a UN article [L2004]:

“Life expectancy is assumed to rise continuousiyhwo upper limit, though at a slowing pace
dictated by recent country trends. By 2100, lifpentancy is expected to vary across countries 6m
to 97 years, and by 2300 from 87 to 106 years.population aging becomes a predominant
demographic feature.....Assuming that retirementvagigdwide in 2004 was 65 years, people retired
on average only two weeks short of their life expecy. Assuming that retirement age stays
unchanged, by 2300 people will retire 31 yearstshiotheir life expectancy.”

Another point made in the 2004 UN article is that the cost of supporting each aged person
is greater than that of supporting a child, acaaydo one calculation, a ratio of five to three.dwof
this additional cost arises from higher health €ostAdditionally, many aged persons — most in the
West — live in separate accommodation and not thigir children. This arrangement is necessarily
more expensive, especially when additional seryisesh as specialized health care, are added.” The
same article estimates that by 2050 the worldwimmifation of elderly people (over 60 years) will be
larger than the population of children (0-14 yeaf$le demographic changes are further illustrated b
what the UN article calls thgotential support ratidPSR), the number of persons aged 15-64 years per
one person aged 65 or older. Between 1950 and t@0RSR fell from 12 to 9, and is expected to fall
to 4 by the middle of this century.

Such demographical changes provide challengdsefaithcare and maintenance of quality of
life. We have seen and may continue to see andsirrg shift in resources from institutional care
towards providing care at home and towards pretigetaare. It is hoped that Aml-supported home
automation can provide much better quality of idethe elderly than institutions. It is also hopghdt
the preventative quality of such support can havihér important advantages in terms of cost
effectiveness, by reducing the need for providiadidated carers and institutional services.

Thus the main aims of the Aml research in thisdr@ve been to support independent living
for elderly people, primarily people who might Ipetie early stages of cognitive or physical
impairment who may be able to live in their own fesnand would prefer to do so, but may need
monitoring for the sake of their safety and welige The papers below illustrate a broad range of
activities in this application, from technical inephented systems, to more theoretical conceptseths w
as studies of the attitudes of targeted user groups

3.1 Bahadori et al. [2004 a, 2004 b], Cesta et §2005] RoboCare

Robocare is an ongoing project (http://robocamdst.it) with the long term goal of contributing t
improving quality of life of elderly people livingpdependently in their homes, through the use of Al
technologies to realise cognitively enhanced eméeédechnology. “The RoboCare Domestic
Envirionment (RDE) is an experimental setup whietreates a three-room flat. It is intended as a
testbed environment in which to test the abilityhef domotic technology built by the various resbar
units, such as non-intrusive monitoring, domegilmots and environmental supervision.”

The papers describe two contributions in thisaion:

» atracking system for people and robots exploistegeo vision, and
» atask execution monitoring and supervision compbne
The two components provide a prototype system geplin the testbed domestic environment.

The entire system is based on an e-service-odeanthitecture, and is composed of several
hardware and software agents, each providing ef s&frvices. The two components are integrated via
an e-service oriented middleware, where all agertgide their functionalities as services. The
activities of all agents are organised by an “eweabager” which processes all requests for services
and directs them to the appropriate agents. Tlo&itrg and monitoring components together with the
event manager provide tietive Supervision Framewo(RSF).

The tracking system:

The tracking system is the primary component tp hetognise interesting situations and report them
to the decision-making agents within the monitoniagt. It uses stereo vision technology to deteemi
the 3D position of people and to track them as theye. Also by extracting a set of features, sih a
height and size, from the images, it makes it fbssd identify certain poses, for example if the
tracked person is lying on the ground, or sittimgichair.

This system, thought of as an agent, providescgs\ncludingwhereis, whichpose,
howlong-in-a-pose, howlong-here, howmany-persoowniany-robots, robot-close-to-a-person, what-
activity. Robots are distinguished from people by equippivegn with special tags. Moreover, to
simplify the task, the authors exclude crowded emments, allowing no more than 2-3 persons, and
monitor only a portion of the domestic environméite stereo vision system (a pair of Firewire
webcams) is placed in a fixed position and can thake use of information about the background to



distinguish people. The software agent which preegshe images distinguishes between the
foreground (people/robots) and the background, etesgpthe 3D position of the foreground, and
associates each 3D cluster of the points with fcodarr robot (from its tag) or a (non-specificypen.
A special algorithm is used to attempt to distisgunanimate objects from still animate ones. %o th
for example when a person sits at a table andgphbtdtle on it, after a while the bottle, but o t
person, becomes part of the background, becausslties of the images of the bottle show “low
activity”.

The execution monitoring and supervision system:

The monitoring agent has knowledge of the assig#eson’s usual schedule. This is a set of predéfine
activities with resource constraints and predefideictions and other temporal constraints, such as
one activity cannot start before another startsaonot start before the end of another, and sd'tos.
example given includes 6 activities:

Al: breakfast, A2: lunch, A3:dinner, A4, A5, A6ktag medication, with temporal constraints
specifying the earliest start times and latesttends for A1, A2, A3, minimum required lapsed time
between the end of Al and start of A2, and betwkerend of A2 and start of A3. Furthermore, A4
should be done within a predefined time lapse #fierA5 should be done immediately before A2, and
A6 should be done immediately after A3.

The execution monitoring and supervision systemtha tasks: one is to recognise if the
actual situation, as informed by the sensors aadréitking system, has diverged from the schedule,
and, if so, fire an appropriate rule for repairthis. Another task is to ensure that all scheduled
activities are actually executed, and issue washargalarms if they are not.

The actual situation is compared with the expesttetdule in terms of temporal and resource
constraints, andelays variations in durationsandresource breakdowrare identified and dealt with.

A delay is represented by inserting a new temp@fationship. A variation in an activity’s duratids
represented by replacing the activity with a new wiith the new duration but with all other
characteristics remaining the same. A resourcakiol@vn is represented by inserting a rgwst

activity that eats up all the resources that are no loagdtable. The schedule thus augmented is then
fed into the ISES procedure (lterative Samplindistr Solution), which is a constraint-based mdtho
originally designed to solve Resource constraiojgqut scheduling problems with time windows
[Cesta et al. 2002]. If the temporal constrainess@gemed to have become unsatisfiable a warning is
issued. If not, the resource constraints are clibckad if they have become conflicting a schedule
revision is attempted.

In the example of A1-A6 activities above, whethgrerson is eating is assumed to be
determined by the tracking system recognising thetion of the person as seated at a table in a
particular room. A delay in any of the activitie§-A3 will have an impact on the schedule of theeoth
activities, and a substantial delay in any of tbivdies A1-A3 may mean that one or more of A4-A6
cannot be executed in times compatible with thegimgoral constraints.

The system also attempts to detect unexpectedskiappening and recognising whether or
not they have caused inconsistencies with the nicgateedule. An exogenous event may inflict a
temporal or resource inconsistency with the scheedbk former happens, for example, when the extra
event forces some scheduled activity beyond itgllies the latter happens when an activity is fdrce
within a time frame when resources are not avadléd it.

3.2 Georgia Institute of Technology - Aware Hom&esearch initiative (AHRI)
http://www.cc.gatech.edu/fce/ahri/projects/indemhgvisited on 1 September 2008)

The initiative has a three-floor, 5040-square-foaine as a residential laboratory for interdiscigatin
research and evaluation. There are several obgscdtcluding designing interactive environments fo
the elderly and exploring the social implicatiorisiach technologies. Some examples of the work
reported are as follows:

I.L.S.A. (The Independent LifeStyle Assistfpijcer and Kiff, 2003, Guralnik and Haigh, 2002]
passively monitors the behaviour of inhabitants aledts caregivers in cases of emergency, for
example a fall. It is a multi-agent system in acJggEllifemine et al, 1999] environment. Each agant
the system is responsible for one aspect, for el@mpnitoring use of medications, issuing reminders
monitoring mobility, co-ordinating responses aratteng patterns of behaviour. There is also a phone
agent and a database agent. The agents needraxitéth one another to achieve their goals. For
example, the medication agent generates a remiad&king a medicine, this is processed by the
response co-ordinator agent which then senddgligt@hone agent. Finally the phone agent delivers t
reminder.



The agents have sensors and actuators, and meypla libraries that they use for
recognising the intention of users from the adg#gitand for choosing the system’s response. A fotus
the project has been on high level reasoning chfedin three main respects, machine learningJ go
recognition and response generation. Machine legrisiused to learn schedules of regular activifes
the inhabitants, to build models of which sensondis correspond to which activities, and to raise
alerts when an activity occurs which is probahdety unlikely. Goal recognition is used to deduce
the goal of the inhabitant from their observedawi This is based on a system called PHATT
(Probabilistic Hostile Agent Task Tracker) [Geilda®oldman, 2001]. PHATT uses a plan library of
simple hierarchical task network plans. One vemypé one is shown below (Figure 1), indicating that
doing action a, then action b and then action ceaels goal S. The observations of the action
executions provide an execution trace. This is teédrm probabilistic hypotheses about the actor’s
goal, and these, in turn, generate sets of per{damgexpected) actions.

S

A

a b c

Q7 QU7

Fig. 1. A simple hierarchical task network

The response generation is done in three stagetghie individual domain agents generate
context-free responses, that is responses basgdmtieir own domain information. These are sent t
the central response co-ordinating agent whiclrigiges them, thus injecting some degree of context
awareness, and also groups them. Finally, accotditfie decision of this agent, the response is
directed to a device, for example the phone.

For field studies the I.L.S.A system was installedeveral homes, including homes of system
engineers and elderly clients. An evaluation ofdpgtem and the lessons learned, particularlyan th
use of agents and Al techniques, are given in [Kaigd Kiff, 2004, Haigh et al. 2006]. The evaluatio
found that the use of agents did not provide theefits expected. In particular, the need for co-
ordination of the agents and centralised controlveighed the benefits of the distribution and
independence of components provided by the agehitacture. The machine learning, on the other
hand, was found to provide enhancements. In anpter [Geib, 2002] complications that arise with
goal recognition in the I.L.S.A. setting are dissers. These include recognising multiple goals with
interleaved execution of actions in their plansg] eecognising when goals are abandoned. Another
complication is partial observability of actionsi€eTlatter two are particularly relevant in the eldare
setting where plans may be abandoned due to folge#fs and reminders need to be issued, and where
the clients may not be in favour of having theiegvmove observed.

Memory Mirror

This is deployed as a memory aid in the home aimteéaded to help with memory confusions that
arise between the repeated episodes of frequékst ag. “Did | take my vitamin today or was that
yesterday?”, “Has anyone fed the fish?”, “Did leghkain medication an hour ago, or did | decide to
wait a bit longer?”.

The memory mirror provides a visual log of the miment and usage of specified objects
during a period of time (e.g. 24 hours of a dayg.a®person uses an item, the usage is posted to the
mirror and is recorded in a history log. The memmigror also warns of possibly lost items as itks
their removal and return from specific locationsrmally their usual storage locations, such as
medications on a nightstand. The memory mirroresystises RFID technology.

Gesture Pendant

This is a small pendant that the user can weartwikiequipped with a wireless camera. The system
can monitor the user’'s hand movements and canftodkss of motor skills and tremors, thus noticing
onset of illness or problems with medication. #oaprovides hand movement interface to some devices
such as lighting and entertainment devices, redutia need for dexterity and understanding of using
switches and remote controls.

The Technology Coach



Elderly people often have to use home medical @svénd the correct usage of such devices is crucial
to their health. But these devices are often nsigieed with the cognitive issues that come witmggi

in mind, and the instructions are created by margedepartments, rather than by designers. So older
adults, typically, need initial training, and, ofteollow-up daily assistance, to use these devitks.
Technology Coach’s objective is to provide assistan this, by providing ongoing feedback to older
adults in using home medical devices. The systeatciaes” the use of the device via different
tracking technologies and provides appropriate &uié. It combines two complimentary research
efforts. One is aimed at understanding what kinttadhing and feedback should be used for older
adults, by evaluating the use of conceptual andqutaral feedback for both short-term and long-term
use of the device [MaLaughlin et al, 2002, Mykitystet al, 2002]. The other is to track and asdess t
use of the device, by developing new techniquesimdelling complex chronological tasks and new
methods for recognizing actions from sensor data.

3.3 Niemela et al. [2007]

This paper reports a qualitative study of three ianttintelligence scenarios using focus groups of
elderly people in two countries, Finland and Spa@ime work is part of a project called MINAmI
(http://mww.fp6-minami.org/). The project has theeaall aims of developing and validating Aml
applications that use mobile phones and adressstfwriated ethical and privacy issues. The
applications concern health and safety monitoringoane, particularly for the elderly.

The three scenarios developed for the focus gstugy deal with monitoring the taking of
medication, monitoring sleep and home securityhése scenarios the mobile phone was used as the
user’'s device for reading tags and sensors andtimacting with the Aml systems, the argument gein
that mobile phones are the best known and most amtynused mobile devices. The scenarios were
animated as cartoons, each 1-3 minutes long. Tawasfgroups of elderly volunteers were used in
Finland (one with 4 members, and one with 10), @melin Spain (with 5 members). In addition, one
focus group of medical experts was used in Finkmdione in Spain. The elderly groups were mixed
in sex and in their background experience with coteys and mobile phones. The method of study
was to allow a cartoon to be watched and thenvioitdy an open debate, where the participants were
invited to take part in informal discussions of gresented material and any other related matters.
Each scenario took 1-2 hours.

The first scenario involves a medication event iteoimg system. In the cartoon Tom is given
a smart pillbox by his doctor. The cap of the mitthas a counter for opening and closing eventsaand
clock. The pillbox communicates with a mobile phdryea wireless connection such as Bluetooth, and
can display on the mobile phone the timed recotth@fcap openings and closings (assumed to
represent the taking of medication). The datase aént to an internet database. If Tom forgetake
his pills for several days the pillbox sends tHerimation to a care centre which notifies the docto

The second scenario involves sleep monitoringaiticular sleep apnoea, a condition which
causes interruptions in breathing during sleep.mbaitoring is done via a sensor device that isnwor
on the forehead. The device detects EEG (electeradographic) brainwaves and movements of the
head. The data can then be read, by taking a mpbdee near it, and sent to a healthcare centre to
analysed for abnormalities.

The third scenario deals with security at homehéncartoon an elderly lady, Mrs S., lives in
a big house equipped with sensors. When she mowuées tairs the lights come on automatically, and
when the sensor system is set to security modminwonitor movements in the house. For example
when her dog goes to the basement a notificatisarns to her mobile phone, and when a burglar
attempts to enter the house through the basemeataan is sounded in the house.

In the evaluation, the first scenario was juddedleast favourable one. There were three
reasons for it on the part of the elderly focusug They felt that it was too intrusive on thaivpcy,
and that the data should not be reported to ttwaitod. They felt that relying on such devices would
weaken people’s cognitive abilities, and they fie#tt the system would not be suitable for the nigjor
of the elderly who take not just one medicationdwariety. The expert focus groups were also
concerned about privacy and data confidentiality eikample employers getting hold of the data and
not funding private medical care for those emplsye@bo are deemed unreliable in taking their
medication.

The second scenario was evaluated more positiedll groups, the elderly preferring the
use of home equipment to having to wait in hospigadd sleeping in unfamiliar surroundings. The
experts felt that the system could not replace italgesting, but had some value in monitoring, and
possibly cutting down on further hospital visitelarse of resources, if it proved to be reliablee Th
third scenario was also viewed positively, whetéraolved felt it would lead to feeling safe, talt
expressed concerns about the initial and mainteneosts. Overall mobile phones were deemed



suitable and feasible devices for user interfach wiml systems. It is interesting to note that &eot
elder assisted living project, Roberta [Ballegaetrel. 2006], had based the user interface ontt&iils,
and in the evaluation found that few of the eldiexd them or managed to learn to use them despite
training.

The Niemela et al. [2008tudy also looked at possible cultural differenicesttitudes
towards Aml. The Finnish groups were more concethead the Spanish about privacy and security of
the data collected via such systems. The Spanistheoother hand, were more concerned than the
Finnish about whether the home care and secunityyegcould be trusted to access homes in alarm
situations.

3.4 Event-Condition-Action (ECA) Rules for Smart Hanes for elderly care
Several papers from one group of researchers [Aagisal. 2005, 2004, Augusto and Nugent, 2004,
20064, Liu et al. 2006, Augusto et al. 2008] mase of ECA rules and various extensions of them for
applications in Smart Homes and supported livirrglie elderly.
ECA rules have the form:

On <event expression>

If <condition>

Do <action>.
The intuitive reading of such rules is that on deig certain events, if certain conditions aretitven
certain actions should be executed. The even{(fpattline) is the trigger of the ECA rule. Theeus
triggered if an event occurs that matches the epantof the rule. Then if the condition (secoime)
of a triggered rule is true then the rule firegjuieing execution of the action (third line).

ECA rules were first proposed as part of Activadbase technology [Paton and Diaz 1999].
In that context events can be (single, disjunctiensompositions of) database updates, conditians ¢
be queries to be evaluated on the database, andsacan be (a single or a sequence of) database
updates or calls to externals programs or proceddilee execution of an action of one rule can &igg
other rules. ECA rules are used in active databfasesnforcement of integrity constraints, triggarsi
alerts, access constraints, gathering of statistiod other applications.

In the paper forming the introduction of the bodki§usto and Nugent 2006] the authors
advocate the use of Al techniques to augment sesat hardware oriented technologies for Smart
Home applications. They suggest that Smart Homécapipns can be enriched by Al techniques and,
moreover that Smart Homes can provide a good rahgpplications and test-beds for Al which is
typically less complex and less computationallyhilbdive than many more conventional Al problems.

Here and in all the papers mentioned below orgtbep’s work, their proposed setting is a
house or an apartment in a typical residential gettution, which provides independent but
supported living. The support is provided by sessord alarms connected to a central monitoring
facility that performs all the reasoning. It is asged that the person resident in the apartmentsagear
tag and that appliances have sensors and remotatacs. There are sensors, for example, for hgatin
doorbell, phone, etc, and medical facilities tha éeed into the central monitoring system infoiiorat
about various statistics such as blood pressurglucdse level. The sensors are assumed to reoord,
effect, information about the movements of thedest, possibly with time stamps, and duration of
stops at each location. The papers do not dealsgitisor technology and data interpretation, but
assume that the sensors provide information thabeded into the ECA rules.

Augusto et al[2005] advocate augmenting ECA rules with tempteatures to facilitate two
functionalities:

* monitoring patients and reacting to observationd, a

* longer term observations to help towards lifespriefiling to be used by carers.

For the first functionality, the ECA rules are abir recognising when a situation is hazardous,
potentially so, or non-hazardous. An example chzelndous situation is when the user (the elderly
occupier) turns the cooker on, leaves the kitchehdoes not return to the kitchen after a long time
lapse:

ON cooker has been turned on in the past and ptenes kitchen

IF patient does not come back for a ‘long’ periddime

THEN turn cooker off and notify carers.

Augusto et al. [2004] also consider similar scexsaand ECA rules using a temporal language
and reasoning engine that allows non-primitive dnchtive events [Gomez et al. 2001}, although the
work does not address the issue of recognitioronfpiex events. Some other given examples are:



On blood pressure higher than 200/175 for more ttvem successive samples within the same
day

If medication regimen to control blood pressure baen altered recently

Do notify clinical staff.

On person having been in bed for a long periodmét
If not expected to be in bed during this period
Do contact relevant carer.

On leaving the house
If the person should be remaining in the house
Do raise alarm.

For the second functionality, i.e. longer term atatons for lifestyle profiling, the papers do not

provide technical details, but Augusto et al. [Z0@&tlines general possibilities. The idea hermis

compile a ‘care plan’ which includes informatioroabthe (special) needs of the inhabitant, their
regular medication, dietary and other habits amtimes, and reports of incidents, how they werdtdea
with and their outcomes. This care plan can therige information for the designers of the ECA
rules for monitoring and taking actions. This constion may not be automatic and no details are
given. An example is that if the care plan indésathat the patient is expected to prepare herfoad
regularly, then an event of detecting that thegieids not being used may indicate that she is skipp
meals and may warrant a visit from a care workegdneral the informal care plan can be considered
as an informal specification of the ECA rules. T¢és help identify the events the formal ECA system
needs to focus on, the contexts (conditions) theat imdicate risk, and the actions that may be
appropriate. No implementation or evaluation dstaike given for either functionality.

Another paper [Augusto and Nugent 2004] also dedts ECA rules with temporal features
for Smart Homes. It is assumed that several exemtoccur at the same time, and thus have the same
time stamps, and several rules can fire at the $aneeand, if they do, all their actions will be
executed. The actions may be external, giving iiesitbns to carers, for example, or internal, cagisin
changes to the knowledge base. Changes to the &dgavbase (state) are dealt with by removing the
old state and adding the new one. For example dléstate indicates ‘normal-context’ and the
triggering of an ECA rule indicates a ‘potentialigzardous-context’, this new information replat¢es t
old. Persistence is assumed by default and negatibealt with as negation as failure, that is ssle
there is a record of it in the database the syst&sumes that the event or state has not happehed. T
temporal aspects are based on [Galton 2004]. &mporal operators are exemplified in the paper:

* ingr(S) indicates an event of ingression from #estés to S. For the authors state appears to mean
a property. For example occurs(ingr(cooker-in-usf®) is the notation that indicates that at time
1 the cooker was not on and at time 2 it was.

* trans(S1, S2) indicates an event of transition feostate S1 to an incompatible state S2. For
example occurs(trans(at-kitchen, at-reception))2Jghotes that there has been a sequence of
sensor readings detecting that the person has niowadhe kitchen to the reception at time 2.

The following is an example of an ECA rule using #bove operators and regarding the hazard of

turning on the cooker and leaving the kitchen foeatended period of time:

On (occurs(ingr(cooker-in-use), T1][T2) and occurafs(at-kitchen, at-reception),T3][T4) )
If (earlier(T2, T4) and =holds(at-kitchen, [T2, WP and moreThanUnitsElapsed(T4, Now,
10 Mins))

Then (ApplyPossibleHazardProcedure and TryContact)

which has the intended reading that if there ifngression to a state where the cooker is in use,
followed by the person leaving the kitchen andretirning for more than 10 units of time then apply
the ‘procedure to deal with potential hazard’ (detined) and also try contact.

Later papers [Liu et al. 2006, Augusto et al. 2088socate combining ECA rules with
uncertainty as well as with spatio-temporal reasgiior Smart Home applications. For this purpose
they use an existing technology callete-base inference methodologsging the Evidential Reasoning
(RIMER) [Yang et al. 2006] for reasoning with untegénty. They extend this with two temporal
operatorsa ANDlater bto mean a was detected befora \NDsim ko mean a and b were detected at
the same time.

aANDlaterb is a shorthand for

[Jt1, t2 such that t1<t2 and a is true at t1 andsltrue at t2 and



aANDsimb is a shorthand for
[ suchthat aistrue attand b is true at t

The authors argue that as the ECA rules havedbwith data collected from sensors they
have to cater for uncertainty. Some sources of tigicgy are:

» Uncertainty in recognising events (e.g. it is nigly that the patient has fallen asleep)

* Uncertainty in conditions ( e.g. a sensor is cog®d to be activated with ‘high’ confidence)

» Uncertainty in associating actions with events emalditions in ECA rules (e.g. if some activity is
detected with ‘high’ confidence, followed-by no nemwent detected for 10 units of time, then
assume/record with 80% confidence that the patiastfainted).

An architecture is sketched whereby sensor and dtita and the rule base are input into the RIMER

engine which attaches weights, priorities and degya# confidence to the components of the firedsul

and produces the resulting actions.

Augusto et al. [2008] elaborate on Liu et al. [200% giving further details on reasoning with
temporal and incomplete information in the conte}ECA rules for Smart Homes. They focus on an
example of a Smart Home occupant being detectedeérroom and then under the doorway joining
this room to another, and then no further movemargsietected. The scenario requires reasoning with
uncertain information, for example in inferring Witarying degrees of confidence whether or not the
occupant has fainted, depending on the degreesnfitience in the evidence of the sensor information
In this work two types of actions can form the astpart of the ECA rules: recommendations to
personnel, for examplgjsit occupantand updates to the database of the system, fonge,assume
occupant moved from reception to living rachhe time stamps of events are provided by regular
sensor readings, each sensor reading providesagsto the next time. To accommodate this, the
system allows ‘no-event’ inputs from sensor reasiwfpen the sensors detect no events. The
knowledge base consists of ECA rules with configefiactors and weights. For example, a simplified
version of a rule is:

IF at_kitchen_on with (H) ANDlater

under_door_on with (L) ANDlater

no_movement_detected with (H)

THEN estimated confidence that the occupant is comised is
{(H,0), (M, 0.4), (L, 0.6), (N,0)}

In this ECA rule the antecedents state that themsrhave indicated that the occupant (impliciehées
in the kitchen (at_kitchen_on), and there is highconfidence in this data, later he is detectedeun
the door gnder_door_ol and there is low (L) confidence in this datag éater no movement is
detected with high confidence. (The latter conditippears to be implemented as at_reception_off
with H, which states that there is high confidetieoccupant is not in the reception room.
Presumably the door leads from the kitchen to éleeption room.) The conclusion represents that
there is 40% confidence that there is medium (Mysfality that the occupant is compromised (e.g.
fainted or fallen), 60% confidence that there i8 (&) possibility, 0% confidence that there is higf)
possibility and 0% confidence that there is no jN3sibility.

The inputs to the system are given as, for example

at_kitchen_on with {(H, 0.9), (M, 0.1), (L, 0), O\, ANDlater

under_door_on with {(H, 0.9), (M, 0.1), (L, 0), 0), ANDlater

at_reception_off with {(H, 1), (M, 0), (L, 0), (N}O
An algorithm is described that first uses such iripicalculate activation weights for all the ruleish
matching antecedents (in this example all thosesrulithat_kitchen_on, under_door_oar,
at_reception_offn the antecedents). Intuitively, the closer thguit is to the antecedents the higher the
activation weight of the rule, where the closensstependent on the confidence factors. The
activation weight of the rule above (assumiuy movement_detectedreplaced byt reception_off,
for example is very low (in fact 0), given the itpabove. Intuitively this is because of the mighat
of under_door_on with (Lin the antecedents ameider_door_on with {(H, 0.9), (M, 0.1), (L, 0),
(N,0)}in the inputs. Next the algorithm combines theatasions of the activated rulescording to
the activation weights to compute a final overalhdusion, by a form of conflict resolution.

3.5 Abductive Logic Programming for Smart Homes forelderly care
Proposals have been made by Sadri [2007] and 8adrstathis [2008] for the use of abductive logic
programming [Kakas et al. 1992] within an agent eiddr Aml applications for the elderly.



What is abductive logic programming?

An abductive logic program (ALP) is a tupt®, IC, A> where:P is a logic program, consisting of
clauses of the formlead if BodywhereHeadis an atom an8odyis a conjunction of literals (atoms
or their negation). All variables iHeadandBodyare assumed universally quantified over the whole
clauselC is a set of integrity constraints of the fotm ...,L, —» Hy,...,H,, where the; are literals, the
H; are atoms, possibfglse and the “,” on both sides of denotes &nd'. All variables occurring only
in the H are assumed existentially quantified on the rithe of -, and all others are assumed
universally quantified over the integrity consttain is the set of abducible predicates. Abducible
predicates do not occur in the Heads of clausds;dnoccur in the Bodies and anywhere in the
integrity constrains.

Given an ALPP, and a queryQ (conjunction of literals signifying goals or obgations), the
purpose of abduction is to find a set of atom$idbducible predicates (an abductive answer)ithat,
conjunction withP, entailsQ while satisfyingthelC, with respect to some notion sétisfactionand
entailment If Q is a goal then the abductive answer is at8mi for achieving it, and if Q is an
observation the abductive answer is a possiblea@apibn for it.

The logic program in the ALP can be used to regamedomain knowledge and plan libraries,
and the integrity constraints can be used to magdtive rules, including ECA rules, and interattio
policies - see, for example [Sadri et al. 2003adri and Toni, 2000]. The use of integrity coriatsa
as reactive rules provides active behaviour simdd CA rules, but with added declarative semantics
and with the background knowledge available vialdigéc program. The following are some examples
of integrity constraints. The first two are resetrules, and the third is an interaction policy:

unlocked-door(T),¥22:00 - tell(alert(unlocked(front-door)), T), do(turn-oight,T)

specifies that if the door in unlocked after 22t@irs an alert should be given and the light shbeld
turned on.

observed(on(gas), T), observed(-lit-hob, T), obed(-lit-hob, T+5minutes)- do(turn-
off(gas), T+5minutes)

specifies that if the gas has been turned oniat&T, but neither then, nor 5 minutes later thie has
been lit then the gas should be turned off.

tell(X, Y, request(R), T), have(Y, R Tell(Y, X, agree-to-give(R),T1), T<T1,FT+5

specifies that if Y receives a request for a res@@® from X at time T, and Y has R at time T, tien
must answer within 5 time units with an agreemergive R.

Several proof procedures are available for abdedtigic programs. For example CIFF
[Endriss et al. 2004, Mancarella et al. 2009] @of procedure for ALPs that also incorporates
constraint handling as in constraint logic programgnThe constraint handling is used, in particular
for dealing with temporal constraints, for examiplglanning [Mancarella et al. 2004].

In Sadri [2007] preliminary suggestions have bewwle to use temporal abductive logic
programming theories for specifying rules for agsiselderly people in their homes. Specifically
mentioned are diary reminder and medication asgistaystems. In the former an ALP theory
specifies when and what to remind the user abougxXample to remind of a forthcoming appointment
with the optician and that all spectacles haveettalien to the appointment. The reminders aredssue
according to the preferences of the user who caaifyphow frequently and how close to the event
they wish to be reminded. In the medicine assigtaystem, it is assumed that pill bottles have@sns
that can monitor and time when a dosage is takeofdhe bottle. On this basis abductive logic
programming is used to issue reminders of wheméhxe dosage is to be taken, according to the time
the last was taken and the required frequencyo,Atsreaction to a medicine being taken, reminders
are issued about any dietary restrictions that hae followed, for example no tea or coffee to be
taken for the next two hours.

4. AMI APPLICATION: HEALTH CARE

Existing eHealth applications have already improtrexiquality of health care. For example physicians
can view radiological films and pathology slidesémote sites, and assist or perform surgeries via
remote robots [Riva 2003]. Also there is a broatyeaof available sensor technologies to measure
various respiratory, biochemical (e.g. glucoselEvand physiological (e.g. ECG) parameters. Gouaux
et al. [2002] report the development of an intelligwearable personal ECG monitor (PEM) as part of



the European EPI-MEDICS project (http://epi-medicsa-lyon.fr/statico/epimedica.htm). The

motivation for PEM is early detection of cardiaeats, improved decision making, and reduction of

time before treatment is offered. PEM monitorsE@G, detects anomalies, and generates different
alarm levels, depending on the perceived sevefityeepisode, and forwards them to appropriate car
providers through wireless communication. Theretlaree alarm levels, including: Major, indicating
severe event, resulting in PEM directly sendingessage to the emergency call centre, and Low,
resulting in advice being displayed to the usethenPEM screen to make an appointment with the
attending physician.

Aml technologies can bring additional benefitsittggrating and combining biological and
physiological data with other data about the indlinl and providing further support ubiquitously
within normal daily life [Haux 2006]. This is a naypcoming field of medical informatics, combining
and developing such technologies together withrin&dion and communication technologies, to
enhance environments for diagnosis, therapy, ptereand early detection of diseases as well as to
support independent lifestyles of patients withotlic ailments. The emphasis of health care shifts
from cure to prevention [Haux 2006].

Currently health care ICT (Information and Comnmation Technology) is considered highly
relevant [Haux 2006]. In the UK, prior to the cunteconomic downturn, a budget of 9.2 billion Euros
had been assigned for improvements to the natmomaputerised health information systems (HIS)
over al0 year period. The aim of such HIS is tartioate to the quality and efficiency of patientea
and medical, nursing and administrative and managétasks and needs. This ‘managed care’ focuses
on organisational and management controls to peovas$t effective appropriate care, and to ensure
that health care remains affordable to populatieitis significantly lowering PSRs (potential support
ratio, the number of persons aged 15-64 yearsmeperson aged 65 or older).

Ubiquitous computing health enabling technologhetude wearable devices, such as micro-
sensors, embedded in textiles and personal conspwtan on belts, with wrist mounted display. These
developing technologies are aimed at making iteedsr individuals to monitor and maintain their
own health while enjoying lives in normal sociabfninstitutional) settings. The hope is that such
enabling technologies will allow better qualityldé into old age, beyond traditional health caxed
also save money by reducing the need for institalicare [Haux 2006].

Aml technologies may allow continuous monitoringtie home environment which can lead
to early recognition of deteriorating health antidgoural patterns. Some patterns, affecting health
indicating early signs of physical or cognitive elération, may not be easily detectable in a ctihi
environment, and may only be detectable throughitmiang at home. For example someone may fail
to administer their medication correctly, but onllgen the television is on or when they have aaiisit
or someone may repeatedly go in and out of a robervthe phone rings before answering it. Thus
Aml promises to make a threefold contribution teealth, namely to integrate the fragmented systems
into a connected system [Fifer and Thomas 2003jrawide personalised care, and to focus on
preventative care [Riva 2003, Haux 2006].

Riva[2003] provides a motivating scenario as followsarM is an obese 40 year old with
type 2 diabetes who is being provided with a peased self-management education program. The
main features of the scenario are: recognition afidand higpersonal area networlis soon as he
enters the hospital,raicro-paymensystem that automatically transfers the visitifeée thee-purseof
the hospital, the fast provision to Mario via mehilevices of the diagnostic tests he needs to gader
and the location of all the specialists he needtoon his schedule. All advice already given s
and his personal data, biomedical readings, perbatits, etc, are available to the specialists),vitn
addition, can track the location of Mario and b#it other patients on their office monitors. e ttase
of any problems or delays the schedule of Marits# is modified with the aim of reducing his
waiting time, and the new schedule is relayed o Via the same mobile devices.

Haux [2006] argues that as well as trends towendisidualised and more preventative health
care, with current and future developments in tiasstutional health information systems, better
patient-centred health provision can be extendem fregions, to nations and globally. This is irelin
with the WHO (World Health Organisation) eHealtBatution in their 2005 World Health Assembly.
The resolution urged the member state:

» to endeavour to reach communities, including vidbbr groups, with eHealth services appropriate
to their needs;

» to develop the infrastructures for information a@ednmunication technologies for health as
deemed appropriate to promote equitable, affordaideuniversal access to their benefits, and to
continue to work with information and telecommunica agencies and other partners in order to
reduce costs and make eHealth successful.



There are, of course, risks attached to such dpredats, the primary one being the security of data.
these envisaged pervasive health enabling systeramount of data available on individuals may be
significantly greater than in traditional healtfiarmation systems. This data, together with itsatge
integration and persistence, are some of the neaitufes that promise to help provide the
individualization of care, but they are also featuthat increase the risk and damage of discl@swe
misuse.

Below we review several papers which have explageht technologies, learning and case-
based reasoning techniques in applications of amhbitelligence in healthcare, and in particular in
hospitals and residential care institutions.

4.1 Munoz et al. [2003], Flavia et al. [2004], Rodlyuez et al. [2005]

These papers report studies conducted in a hasphéath, in collaboration with the hospital workers
led to the development of three scenarios for midion management and interaction in that
environment. The scenarios were then used forgheification of autonomous agents for the design of
ambient intelligence environments for hospitals] atso for the design and implementation of an
agent-based middleware, called SALSA.

The broad features of hospitals relevant to tsteidy and reflecting their use of agents are:
the distributed nature of information, the needdoltaboration, mobility of the personnel and degic
and the need to access accurate medical informatianimely fashion for decision making.

One scenario involves a doctor (Garcia) who isréring a patient in a ward and receives a
message on her PDA with a floor map indicating thatX-ray results of a patient in a nearby bed
(patient P in bed 225) are available. She movesnearby hospital information system (HIS) display,
which detects and identifies her and changes #@adi to one personalised to her, including her
messages, personalised calendar and informatiant giepatients she is in charge of. The doctor
selects the information about patient P and vidwes¢cent X-rays. The HIS, which is aware of the
context, i.e. the patient, the newly arrived X-rasd a possible need for a diagnosis, opens aowind
with access to various items of information, inéhgdthe hospital medical guide relating to P’s eatr
diagnosis, and references to previous similar c&@aia selects to view a previous patient’s résor
The system infers that Garcia is interested inifigdnformation about alternative treatments farfel
recommends web sources of digital libraries coneiieeliable by the hospital practitioners.

Another scenario involves a hospital map displ&ytalg a cardiologist to the presence of a
traumatologist on the next floor. Opportunisticatye cardiologist sends a message to the
traumatologist requesting a discussion sessiorrdagpa patient. The traumatologist accepts via PDA
approaches a HIS display unit via which the twacsdists have a collaborative session about a
patient’s case while accessing information abouott dinline.

The third scenario involves a patient Ana, in diwg room, who requires her PDA to
recommend a cardiologist. The PDA makes a recomatemdand in addition informs Ana that one of
the recommended cardiologist’s patients is in t&iting room, in case Ana wishes to approach her fo
a conversation.

In the SALSA architecture, agents are used asat&ins, to act on behalf of users, to
represent services, or to provide wrapping of cemplinctionality to be hidden from the user. The
system is required to be context-sensitive, whergext is identified by user and device identificat
and location, role of users, time of events andratdtions, and users’ personal information staned i
their PDAs. The agents have a standard life cykleasning, through observations and messages (all
through XML messages), thinking, and executingoadtj including communications.

A hospital prototype system has been implemeriibid. includes a context-aware client, and
a hospital information system (HIS). For the pugothe former, doctors and nurses carry handheld
computers that estimate their location, and depsndn their roles the client can inform them ofewsth
users nearby in the form of a displayed list. Th8 Hecords patients’ data, and the HIS agent mmnito
the changes in such data, and uses rules (muck@kerules, in effect) to decide what information
should be communicated to which users. For exanvpen the HIS agent becomes aware that a
doctor is in the vicinity of a patient and the patis test results have been entered, the agentnsf
the doctor.

Rodriguez et al. [2004] describe in greater deteilapproach taken in location tracking in the
hospital application and report related experimeFie approach is based on the use of radio
frequency signal strength between mobile devicelsaacess points of a WLAN (wireless local area
network) infrastructure. A signal propagation mockah be used to estimate the distance between the
mobile device and the access point on the WLAN.@eater sophistication is needed to deal with
complications such as walls, furniture and othempbe in the way. To address this, Rodriguez et al.
[2004] use neural networks, and a backpropaga¢iaming algorithm. The neural network is trained



by a variety of signal strengths at several locetim a building, for the 4 directions north, squehst,
and west. The location estimation component igeteed within the SALSA architecture by wrapping
the trained neural network as one of the agentsararchitecture. In the hospital application, giviee
decay of the signal strength from floor to flooredocation estimation agent was trained for eaobrfl

4.2 Kofod-Peterson and Aamodt [2006

This is another work addressing context awarengsiseal to a hospital environment. This paper,

follow-on work from an EU (Framework 5) project lea AmbieSense, focuses on a medical domain

with the aim of supporting health workers partitipg in diagnosis and treatment of patients. Isuse
case-based reasoning (CBR) to provide contextifitzegsn.

CBR (see, for example Schank [1982]) is a proldeiaing technique that stores problems
with their known solutions. Then given a new probli finds a case, from the recorded cases whose
problem best match the new one. Then to solve ¢heproblem the solution of the old matched case
is adapted to the new problem.

In [Kofod-Peterson and Aamodt 2008]context is based on several parameters, inclutlieng
location, the identity and role of people presém,time of day, and any artefacts that are presenh
as patient list or patient chart. Each contextdraassociated goal. For example, if the conteris-
ward round” its associated goal is to “evaluatatireent of the patients”.

The system architecture is as follows. There laneet layers:

» ThePerception layethat collects data about the environment regartliegparameters that are
used to classify the context.

* TheAwareness layewhere case-based reasoning is applied to matafethefrom the perception
layer against the stored cases to find the closatth. The matching then also identifies the goal
of the observed situation.

* TheSensitivity layethat receives the goal recognised by the Awarelagss together with what
is known, through the perception layer, about tefacts present. The Sensitivity layer has, for
each goal, a sequence of tasks that will achiexgdial. So given a goal and a possible list of
artefacts it decomposes the goal into subtasksligthef artefacts can aid tigensitivity layeto
choose between two alternative decompositions. Babtask is associated with an application
agent that corresponds to an artefact in the résedrcontext that can provide some services.

The model was instantiated through observatioist.aDlav Hospital in Trondheim in the summer of

2005, where a student followed various health warked recorded the activities and events. Two

wards were studied, cardiology and gastroentergltmggrovide the cases. In this application a ¢ase

a meeting between health workers, possibly alsb patients present. Each such meeting has a

purpose which provides the goal of the case. Ar@20@icases were stored.

An example case is a pre-ward meeting in whichdiitg physician and nurse participate, and
it takes place in the morning. Its goal is to dictreatment of the patients on the ward. Thisbeatie
best match for an observed situation of a mee#hking place in the morning in a doctor's office
between a nurse, and another person who has afrpégient care. The observations can also include
the data that the artefacts present are the péiseratient chart, and PAS (patient administrato
system). The goal of the meeting is then decompgedubtasks, including: acquire name of patient
(from patient list), acquire changes in patientsdition since yesterday (from nurse or patientgha
acquire any new test results (from patient chaRA8), and note any required changes in treatment
(nurse or PAS).

4.3 Corchado et al. [200B

This paper also reports work based on case-baasdmieig and agents carried out in location ata car
institute. It describes a system called GerAmi ({&gc Ambient Intelligence) and its prototype
implementation and testing at a care facility fdzi#eimer patients. The care facility is the Alzheim
Santisima Trinidad Residence in Salamanca, Spdiithwprovides residential care for a maximum of
60 patients, all over 65 years old. The objectfethe GerAmi system are to monitor the patients an
manage the work of the doctors and the nurses.

The system contains ID door readers, one abovedzamthin the facility and the door of the
lifts, ID bracelets for the patients and the nurgéth each bracelet containing an RFID chip, PDéts
the nurses, controllable alarms and locks, andi@giseaccess points. The system architecture uses a
multi-agent structure with agents using Bifbelief, desire, intention) concepts and casease

2Dl (Rao and Georgeff 1991, 1995) is an agent mtwstldeals with beliefs, desires and intentiorige details
are unnecessary for our purposes here, but in Geettfnbeliefs include knowledge about the where&bofithe
patients and the expertise of the nurses, degieetssks the nurses have to perform in given cistantes, and



reasoning and planning. The implementation incafes 30 patients, 10 nurses and 1 manager, each
of whom is associated with an agent. Further wegidanned to incorporate 2 doctors with their
associated agents. The manager and the patiertsagaron a central computer and the nurses’ agents
run on mobile devices.

The patient agent records the location of theepatiourly and sends the record to a central
database. The manager agent plays two roles. Qaedtrol locks and alarms based on patients’
locations, and the other is to allocate tasks ¢ontlrses. For the latter it uses information aldith
nurses are available, taking into account holidesyars, and which patients have to be served aatl wh
services (tasks, such as cleaning, feeding, exgraie required. It also uses the profiles of imses,
in terms of their expertise in providing servicasd the constraint that they should not work mbaat
8 hours a day. For each task, it uses an estiofiditew long it will take based on information oreth
maximum amount of time the best nurse for the tiiikake across the patients. The task allocations
in the form of a timed schedule of tasks, are themsmitted to the nurse agents via the nurses’2DA
The nurse agents then make plans for the allotagdd using case-based reasoning, via a library of
plans. Re-planning may be necessary, for exampte ipatient is not in the right location, or a
resource is not available, or if an emergency acdeian modifications are recorded and storeden th
knowledge base of the cases, thus providing ailegaapability.

Experimental results were collected over a peoiithiree months. They pointed to three main
conclusions. One is that GerAmi had the effecediucing the time nurses spent on what the paper
calls “indirect-action tasks”, i.e. tasks not ditgénvolved with the patients, such as monitoring,
providing reports and visits. Another is that dgrthe period of testing there was a reduction & th
number of nurses working over 24 hour periods, eélengh the number of patients remained the same.
Finally, as the system progressed, and thus thes@asw, the amount of re-planning needed was
reduced substantially — a figure of 30% reduct®reported in the paper.

5. AMI APPLICATIONS: SHOPS, SHOPPING, RECOMMENDER SYEMS,

BUSINESS

This section includes papers on a variety of topétated to shops and business. We look at shops as
responsive environmentwith devices controlled by software agents teatt to the presence of
customers according to the customers’ identities@nofiles. Then we look at a proposal for
ubiquitous commergevhich brings e-commerce and Aml together, witreanework for context-
dependent interaction between shops and shoppertod at work on recommender systems in open
connected environments, with emphasis on adaptiogvk user profiles in one domain for use in
another domain. The section continues with a praidos Aml-based product after-care and
maintenance, and concludes with some example derators of Aml-based products, including
fabrics with embedded electric units.

5.1 da Silva and Vasconcelos [2005, 2007] ShopfResponsive Environments

These papers describe how software agents caredaisnodel and implement “responsive
environments”. A responsive environment is descriéde one which senses events occurring in it and
reacts to these events. This reactive behaviquoigded by software agents, and the responsive
environment is a combination of a physical world agents.

The architecture described is generic, but thepiguses on the application to an Aml-
enhanced bookshop. The bookshop is equipped wittose distributed amongst the bookshelves and
throughout the store. These can detect and idesugyomers from their portable devices, e.g.
Bluetoothed-enabled mobile phones, PDAs, or stwyally cards. The store has some information
about the profiles of its customers, such as wheyt have bought before and their preferences,tand i
can associate the customer identity with his/hefilpt

The goals are to use all this information to pdevtustomers with a pleasant experience while
they are in the store and to encourage them toibwyrder to maximise sales. To these ends the stor
has various devices, for example there could beaiplaying devices and LCD displays scattered
throughout the store. The music devices shoulditkeaccount the preferences of the customer
closest to them when choosing what music to plag,the LCD displays should show books or other
items that are likely to be of interest to custosngosest to them. Similarly, the lights in the sho
display windows should highlight the items that nieyof interest to the nearby customers. Moreover,
adjustments should be made when multiple custoarersearby, with a smooth transition of displays
to serve interests of all customers within the eang

intentions are the detailed plans of the nursepédiorming these tasks. In GerAmi, as in the Bded,
planning is done using plan libraries.



The architecture chosen for this application & tf autonomous communicating agents.
Each customer entering the system (in and withinesoutside range of the shop) and each device in
the shop has a corresponding agent associatedtwitte diagram below (Figure 2) is a representatio
of the one given in the paper. The rectangle isttep environment with customers (the smiling faces
and devices (d1, d2). The cloud above is the soéwédnere each element of the shop environment is
mapped onto an agent. Within the shop each dedsahange, represented by the oval enclosures.
The arrows connecting the agents represent comatisricamongst the agents. This communication is
via blackboard style tuple spaces, providing add@mumunication, implemented via Linda tuple
spaces in Prolog. The system also includes admatiig agents, not shown in the cloud.

Fig. 2. An architecture for agents in a responsiv@ronment

Administrative agents roam the system and contislyocheck the tuple space for tuples that
concern them. When a component, e.g customer,setiiieisystem and is identified, its ID and location
are entered on the tuple space, and an adminv&tradgient will start up an agent for the componiént,
one does not exist already. Changes of locatiotil@eise entered on the tuple space. The agent tha
is started up functions according to@serve-process-atype cycle implemented in Prolog, where
observing and acting mean taking tuples from aritinmutuples on the tuple space, respectively. The
agents’ notion of “environment” is the tuple spatke agents have goals that are implicit withirirthe
observe-process-act programs.

In the bookshop scenario, say, a customer’s peesisrdetected within range of a display
device. The customer’s agent writes the custoniertk type preference on the tuple space (e.g sprice
age> = <20, 20>, meaning customer is 20 years oldpace maximum is 20). The agent associated
with the device takes this and displays items apwading to this preference (assuming that the
bookshop has classified its items according togle® numerical parameters).

This procedure is modified to cater for the preseof multiple customers within the range of
a device. The idea is to smoothly move from theldigs of items of interest to one customer to items
of interest to another customer. To achieve tlashecustomer agent has a pair of parametéps Aa>,
with fixed valuesAp, Aa[[0,1], andAp is associated with price ald is associated with age. These
<Ap, Aa> parameter appear to be assigned to customéiradhy If there are multiple customers
within range of a display device, their agents takas to update the <price, age> tuple on thestupl
space (thus influencing what is displayed), acewydo the following instructions:

Replace the curreprice by: price+ Ap*(prices-price)

Replace the currerigeby: age+da*(age-age),
where < pricg, age> is the preference of the customer representeétéoggent updating the tuple
space.



5.2 Masthoff et al. [2007]

This paper reports continuation of the work rembiteda Silva and Vasconcelos [2007], and
summarised in 5.1, above, but with most of its on catering for multiple customers within the
range of devices. The scenario is the same hemglga bookshop equipped with sensors to detect the
presence of customers, and display and audio devibeh are distributed throughout the store. The
architecture is also the same, namely a multi-aggstem, with agents representing customers and
devices, and communicating via a blackboard meshartiere, a proof-of-concept implementation is
reported which uses JADE for the agents and Ja&Sgar their communication. An off-the-shelf
Bluetooth USB adaptor is used to detect Bluetoothbéed mobile phones. The owners of the mobile
phones register their likes and dislikes in terfsiosic genres and artists and these profilestareds

in a database accessible by the software agents.

The paper considers several existing strategresdggregating ratings of individuals into a
group rating. The objective is to explore ways efiding what excerpt of music to play next, for
example, when several people are near the devitéheir individual preferences are known. The
strategies are inspired IBpcial Choice theoryand include théverage Strategywhich takes the
average of the individual ratings, and theast-Misery Strategyvhich takes the minimum individual
rating.

One assumption is that the membership of groupgople changes continuously, and
another is that the members are unrelated (nofitaar friends), and in particular they do notaff
each other’s preferences (contagioneffect). Experiments with human subjects are regbbriefly,
and one result used in the implementsadtisfaction functiohis that how much an individual has liked
what he has been presented so far affects how thegtwill like what comes next. Thedtisfaction
functior?, modified from Masthoff and Gatt [2006], evalustibe satisfaction of seeing an item i, based
on the impact of i and the satisfaction of seeisgguence of items prior to i:

Sat(items+<i>) = (JSat(items) + Impact(i, *Sat(items)) )/(1}
with Impact(i,s), the impact on satisfaction of nkem i, given existing satisfaction s, is defireed
Impact(i,s)=Impact(i)+(s-Impact(i))%.

Hered represents the decay factor of previous experjemben it is 0, past items have no effect, and
when itis 1, there is no decay and past items hasdmum effect. Intuitivelyd represents the degree
to which previous experiences can affect the nggegence. Experimental results of the system are
not reported.

5.3 Keegan et al. [2008] Easishop

This paper also focuses on applications of Amhiopping, with the aim of providing a synergy
between Aml and e-commerce to bring about what tadlyU-commerce, namely ubiquitous
commerce. Their work is within the context of thadgle European Electronic Market (SEEM) [SEEM
2003] vision which has the objective of developamgelectronic framework in which different
participants in the economy can collaborate. THeas describe the architecture and implementation
of a system called Easishop, which aims at progidiontext-dependent exchanges of information and
negotiation between shops and shoppers. The atttiriéels based on a multi-agent structure with the
agents equipped with BDI (belief, desire, intentioancepts. Each shopper has his own agent, as doe
each shop.

A scenario described in the paper is as followsh8pper requires boots of a particular make
and size, and may have price constraints. Thigpstiin the shopper’s agent. As the shopper
approaches a shop in a shopping centre, the shofspot scanner spots the shopper’'s agent, and the
latter detects that it is within the shop’s hotsfdte shopper’s agent then migrates to the shop’s
Easishop node, checks if the shop has the reqnedand negotiates a price. Depending on the
outcome the shopper’s agent may decide to initiatauction amongst the shops in that area. To do
this the agent migrates to the Easishop e-marleg@ad advertises the required item. The e-
marketplace agent, then invites the shops witkinaihge to a reverse auction, collects the data,
including the prices they offer and the shops’atises to the (last known) location of the shopped,
passes it on to the shopper’s agent. This aganneto the shopper’s device (e.g. smartphonejiséij
the information about distances to shops, as tbppdr may have been moving while the agents have
been active, and presents the information to tbh@msér. The rest is then up to the shopper, to cifiose
he wishes to go ahead with a purchase and, ifem Which shop.

A prototype implementation is reported coveringcimof the above scenario. Communication
is via Bluetooth short-range wireless. The shoppeevices are mobile phones (SonyEricsson P910i)



and PDAs (HP IPAQ 3870). All software is implemehtesing Java, and the interface uses a GUI
toolkit called Thinlets (http://thinlet.sourceforget/). The agents are implemented using a franlewor
called Agent Factory [Collier et al. 2003]. The pper inputs his profile (e.g. sex, age, shoe size)

his device. He can add items to his shopping ligtdvigating a product list presented as a tree
structure, first identifying the product class ahen becoming more specific, in effect navigatirigea
rendering of an XML schema of the UNSPSC (Unitedidfes Standard Products and Services Code
http://lwww.unspsc.org ) set of production descaptcodes.

The agents behave according to¢benmitment rulethat their designer endows them with.
Commitment rules in Agent Factory specify what cdtmmants the agent should adopt given its
current beliefs. Some examples are as follows:félhewving commitment rule fires when the
communicatioragent associated with the shopper device detestte@ping hotspot. As a result of
firing the agent drops a commitment to scan (fdspots), and informs the shopper’s agent of the
hotspot.SEQ(A, A, ...., A) represents the sequence of actidps,; ...; A..

BELIEF(connectedTOHotspot(?hotspothame)) =>
COMMIT(Self, Now, BELIEF(true), SEQ(retractBeligf{VAY S(BELIEF(scanning))),
Inform(agentiD(DeviceAgent), connectedToHotspai{§botname)));

The following two commitment rules (slightly modifi from the paper for easier reading) result in the
shopper agent first adopting the belief that inia hotspot, when it is informed of this, and then
migrating to the store associated with the hotgpbbelieves that the shopper wants a produce Th
termfipaMessaggebelow, is a reference to a FIPA-compliant mes$age

BELIEF(fipaMessage(inform, sender(?name), conndaikldtspot(?hotspotname)))=>
COMMIT(Self, Now, BELIEF(true),
adoptBelief(ALWAY S(BELIEF(connectedToHotspot(?lmditsmne)))));

BELIEF(shopperAgent(?shopperagent)) &
BELIEF(wantProduct(?description, ?ean, ?urgenagrige, ?location)) &
BELIEF(connectedToHotspot(?hotspotname)) =>

COMMIT(Self, Now, BELIEF(true),migrateAgent(?shappent));

User evaluation is part of ongoing and future work.

5.4 Gonzales et al. [2004a, 2004b, 2005, 20B&commender Systems

Several papers by Gonzales et al. [2004a, 2004}5, ZD06] discuss ambient recommender systems,
where the focus is to provide personalised inforomatvithout increasing the need for direct feedback
and input from users.

Gonzales et al. [2004b] focus on capturing us&a fta recommender systems. The primary
aim of their proposed system, called Smart User@¢8UM), is to lower the burden on users for
initialisation procedures involved in providing datvhile still aiming to provide users with
personalised information. SUM aims to capture igermation in a generic way in order to make it
feasible to transfer user data from one domainhitiwthe user has been profiled to another in which
he has not. The assumption is that the next geaerrat recommender systems will have a portable
user model to interact with multiple open, disttdml heterogeneous services, and will use ontadogie
to transfer user preferences across the services.

The following example scenario is given: The usay, John, has interacted with a restaurant
and a cinema recommender system, and these hatveerhpohn’s profile, includingbjective
information, such as name, age, sex, countrysabgectiveénformation, such as the information that
he likes attractive places and imaginative cuiding efficient service is not very important to hif
marketing recommender system has not interactddthii user, but the aim is to adapt the profiles
already captured by the restaurant and cinemacssrtd allow the marketing service also to make
(appropriate) personalised recommendations.

The user models are divided into 3 categonégective e.g. age, sex, countrsuibjective e.g.
preferences, angimotiona) which is not addressed in these papers. The tbigeattributes can be

3FIPA stands for The Foundation for Intelligent RbhgbAgents, http://www.fipa.org/, and it is an IEE
Computer Society standards organisation for agemdsmnulti-agent systems.



provided by the user and obtained via a databdsesiuibjective ones have to be acquired through user
interactions with the environment. The subjectiakies are represented by values in the interva], [0,
each value representing notions such &tle bit, very, very muchandnot So, for example John’s
subjective information regarding the restaurant fayepresented as {<attractive-place, 0.7>,
<imaginative-cuisine, 0.8>, <efficient-service, 0.1specifying that imaginative cuisinevery
important to him, much more so than efficient segvi

Mappings are suggested, that in combination mayahe transfer of the user profile in one
domain to another. In effect, in the case of objecattributes, essentially, to transfer to ano{inemw)
service the authors combine all objective dataithlshown and intersect the categories with those
required in the new service, assuming uniform agigs. In the case of subjective attributes, the
mapping is done in two stages. First the knownesthje profiles related to known domains are
mapped onto a more generic SUM profile. For examjalan’s SUM profile may be {<attractive, 0.7>,
<imaginative, 0.8>, <efficient, 0.1>}. For the secatdge it is assumed that a priori there are wedght
pairings of (some) SUM attributes with the attrémiof the new domain (service). For example,
continuing John’s example, if the marketing dontas attributes including novel, useful, and cresgtiv
then a priori pairings may be assumed between agtigictive and useful, and between imaginative and
creative, with the weighting providing some indioatof confidence in such pairings. Thus a
subjective profile is constructed for the new damaith attributes inheriting values from their SUM
counterparts, but with added weights representimfidence.

5.5 Kopacsi et al. [2007], Weber [2003] Product Bace and Aftercare, Business

Kopacsi et al. [2007gliscuss the possible role of Aml in manufacturifige authors argue that
economy and environmental requirements are impasgugtrends on manufacturing, whereby not just
products but long term product after-care and ses/will be in demand, and subject to competition.
Thus, Kopacsi et al. argue, there will be incregslamands for product life-cycle management (PLM),
and in particular, “conditional” and “predictive”amtenance, and it is in these that the contrilputio
Aml may be important. More conventional forms ofint@nance are often either based on breakdowns,
where repairs are done when something breaks dmvere based on periodic and systematic checks
and repairs. But if sensors can provide continasugegular information about products and this
information can be integrated with background infation, for example the history of the product or
similar products, then intervention can take plae®re a problem arises, and only when needed.

The paper describes work on a European projeletdcRIOKsai, which is concerned with
providing knowledge management tools and Aml suipjsorSMEs (small to medium enterprises) to
support extended product management and after-Eheeproject has the participation of four
European SMEs and the goal is to provide knowldsiges and diagnostic tools to make the after-care
provided by the companies more efficient and mdfectve.

For each SME, the system includes a knowledge l@sed on the relational model using
Oracle and MySQL. This is a repository of produglated knowledge, and the Aml-related data
provided by sensors which is translated to tuptekiaput into the database. We will see later (in
section 7.1) that this is also the approach takelRemg et al. [2004]. There is also a diagnostigiren
that uses case-based reasohimplemented in C++. This is used to help the diagnof problems
and provide solutions, and is updated as the syst@ives. The system allows remote access and
provides suggestions on how to proceed in reatti@mbient information.

One SME produces cutting machinery, and providelsd24 customer support, often
involving site visits by maintenance engineersdiwe breakdowns. The proposed system aims at
cutting these overheads by continuously monitotitegoperation environment, for example the
temperature, and automatically warning if corrextietion needs to be taken. For example if the
temperature falls too low the system informs therator that the cutting should be stopped and
temperature raised, otherwise the quality of thtérauwill be poor. Another SME provides networked
IT security and safety systems for a multi-tenamgijding. It needs to maintain a network of heat,
motion and other sensors and is hoping to catehtoneeds and preferences of the individual tsnant
in the building.

A different projectWerner Weber [2003] summarises several industrigepts in Aml at the
Infineon Lab for Emerging Technologies in GermaBgme involve the integration of electronics into
fabrics, such as clothing, textiles for floor caner, or bed sheets. One demonstrator is a jaciklbt w
an integrated MP3 player with a key pad, ear phamé&sophone and battery. The integrated devices
are left inside the clothing when cleaning. Anottlemonstrator described is a device that converts
body heat into energy. The energy produced is seatlugh to power a wrist watch or a heart rate

4 See section 4.2, Kofod-Peterson and Aamodt [2G66R brief description of case-based reasoning.



sensor. A third demonstrator is fabric that hasstiiduted network of electronic units woven into i
Such fabric could be used in carpets and other fiowerings for surveillance or guidance in buitgn
or in intelligent sheets that monitor the vitalrsgof hospital patients.

6. AMI APPLICATIONS: MUSEUMS, TOURISM, GROUPS AND

INSTITUTIONS, OTHERS

In recent years the tourism industry has realisecativantages of providing personalised tailor-made
information to users [Rumetshofer et al. 2003].sT$ection starts by describing work in that dir@cti
firstly in the context of museums and heritagesséted then in the context of visiting a city. Werth

look at contributions of Aml in group decision magisupport and in institutions, and end with an Aml
application in monitoring driving.

6.1 Busetta et al. [2003, 2004], Penserini et 2005]Museums

The work described in [Busetta et al. 2003 and Bas al. 2004] concerns responsive/active
environments, and, in particular interactive musgufie work is part of the project Peach (Personal
Experience with Active Cultural Heritage, http:/go#.itc.it/) which is funded by a national body in
Trento, Italy, and involves collaboration betweeademics in Italy, Germany, USA and Canada, and
heritage organisations in Italy (Castello del Bummgiglio, Pompei Excavations) and Germany
(Volklinger Huette Museum).

A typical scenario considered is one in whichsiter to the museum requests, possibly via
his PDA, a presentation about one of the exhiBigveral facilities, modelled as agents, are able to
produce the presentation with different capab#itier example pictures, audio, video, or a
combination of audio and video. The visitor is neame facilities for the presentation, for example
screens or speakers, and his PDA may also haveafiability of displaying the presentation in a
limited way. The visitor may be part of a grougr, éxample a family, or in the vicinity of other pee,
and the museum may have information about theovisitnterests, for example from previous visits.

The architecture chosen is a multi-agent systguatda of formingmplicit organisations
The organisation is implicit in that it is not ppeesgrammed and there is no explicit formation phase
This is facilitated byole-based communicatiomdoverhearing The experimental communication
infrastructure, called LoudVoice, involves streashsnessages (called multicast channels) that can be
heard by many agents. The FIPA-compliant messa@es theaders such as REQUEST, QUERY,
INFORM, DONE, and the senders and receivers caolbédentifiers, rather than individual agent
identifiers.

An implicit organisation is a set of agents thialyghe same role, for exampgheesentation
Planner These agents may change dynamically and maydifieesnt capabilities and there may also
be some redundancy amongst them. Agents may hageateo-ordination policies, for examghain
Competition whereby all attempt to provide the service retpgeand the first to do so wins. Another
is Simple Collaboratiorwhere there is some degree of synthesising cditilsgvers obtained
independently by individual agents. When a reqgf@sa presentation is sent, the agents currently
available with rolePresentation Composémplicitly form an organisation. In this organiiat a co-
ordination policy is chosen amongst those thatammon to all the agents involved. Then each
Presentation Composagent available may request various items of mé&dion from agents playing
other roles. The information includes user inforimragfor example location of user) from agents
playing the role ofJser Modeller presentation data (e.g. data about the exhitoith fagents playing
the role ofinformation Modelley and display information (e.g. free available thgpmedium
compatible with the capabilities of the composezrdapfrom the agents playing the rolelser
AssistantsWhen all the information has been received Rtesentation Compose@rganisation can
decide its answer based on its chosen co-ordinattay.

Further related work [Penserini et al. 2005] ubesTropos methodology [Bresciani et al.
2004] to provide a model fahe implicit organizatiorarchitecture, in general, and example instances
of it for the active museum application, in partisu Tropos is a methodology that adopts agent
concepts for requirement analysis and softwareneeging. In particular it uses concepts such as
actors, agents, roles, goals, tasks, resourcediiaent types of dependencies amongst actors. The
dependencies between one actor and another caxdople, indicate that one delegates fulfillment o
a goal to the other, or that one is required byother to perform a task, or that one is requiced t
provide a resource to the other.

6.2 Costantini et al. [2008] Heritage Sites
This paper describes the use of multi-agent tecymes$ in combination with sensor and satellite
tracking and PDA technologies for two heritage aapions. One application is in providing



personalised information for visitors to Villa Adrina, which is an extensive ancient Roman villa Th
other application is in tracking heritage artefatising transportation, to prevent theft and tonten

an ambient atmosphere in terms of temperature amddity. The multi-agent system used, called
DALICA, relies primarily on logic programming fotsi specification and implementation.

For the Villa Adrianna application the system uaesodel of the site in term of ip®ints of
interest(POIs). Each POl is represented as a fact givsipcation and keywords characterising its
main features, such garden, water, statue, mosaleach such feature is expressed with an associated
weight that signifies the prominence of that featat that POI. For example the fact

poi(‘"VA_lIPretorio’, 41.939503, 12.775775, 25, flumns, 0.30), (opus, 0.30), (fresco, 0.30),

arch, 0.10)],8)
denotes the location of the Villa Adrianna Pretasoa circle with centre at (41.939503, 12.775775),
according to the satellite co-ordinates, and radlimeters, with the given list of primary featyres
columns, opus, fresco, archith the arch being the least prominent featliralso denotes that it will
take about 8 minutes visiting it. The visitor canypde DALICA with his initial list of interests
according to the features used in the definitiothefPOIs. DALICA can also infer the user interests
from the POls he visits, the length of time he siseast each and the POIs’ lists of features. The
interests can be confirmed by the user. In addifid&hICA monitors the visitors’ passage through the
heritage site for other purposes, for example ggest POIs of possible interest in their vicindpd to
issue warnings if the visitors trespass to regtdi@reas. The communication with the user takeepla
via a PDA, and the location tracking takes placeassatellite.

For the transportation application each packageispped with a mobile device that
periodically checks temperature and humidity amdpbsition of the package. It also checks the actua
route via which the transportation is taking plagigen by satellite information, against the agreed
planned route. Any anomalies will result in thediag of warning messages.

Both applications have been implemented, and syte evaluation is part of ongoing and
future work.

6.3 Petersen and Kofod-Petersen [2006] Tourists

This paper describes a scenario about guidinggtsufirough the city of Trondheim, inspired by one
of the ISTAG Aml scenarios [Ducatel et al., 200fe scenario is intended to incorporate the use of
Aml for the tourist and the use wiftual enterprisedor the businesses in Trondheim that wish to
enhance the tourist experience and at the sameetifmence the reputation of the city as an attractiv
place to visit and increase their own trade. Tlwgegot, Wireless Trondheiris a collaborative effort
between the local council and the university innthoeim.

In this scenario the tourist arrives in Trondheima ship and on leaving the ship signs for the
Trondheim experienagd E), which provides her with a PDA. The goal of tiourist is to see and enjoy
the city in one day, and she can express thislgoaélecting some key points to indicate her irstsre
for example medieval Trondheim, local food, andpgiing. The tourist’'s goal can be planned for by
the TE to produce a sequence of activities. In thfermation is used from virtual enterprises (YEs
formed by city businesses and service providersekample, there may be one such VE consisting of
a museum, a concert organizer, a restaurant saxd edmpany, collectively offering a single package
of a guided tour of the museum, a visit to the glivog centre, lunch at the restaurant, a conceheat
cathedral and transport back to the ship. The VB Inave access to the tourist’s profile collected b
the TE and offer their package only if it is comipket with the profile.

The TEmay choose a number of such VE packages it iseaffer present to the tourist,
according to what it knows about the tourist’'s desiand goals. Once the tourist chooses one package
the TE guides the tourist through the activiti¢gain also use the location trackers to provide
information about the architecture or history @ thuildings, shops and bargains that may be om offe
as the tourist passes them in the city. TE maylss®e access to other TEs guiding other tourists fr
the ship and may give information to the tourishatbwho else from her group may be having lunch at
the restaurant and attending the concert.

6.4 Groups and Institutions

Group decision making, and in particular, mixediative group decision making, where humans and
computer systems, such as artificial agents, cotlb, is also an area that is being explored withi
Aml frameworks. For example, an area increasingtyuiring Group Decision Support Systems
(GDSS) is health care where patients’ treatment imeglve several specialists, distributed in vasiou
departments [Karacapilidis et al 2001]. Jonathamd@r[Grudin 2002] provides the following
classification of digital technology in Group Deois Support Systems: pre-ubiquitous (70s),
supporting face-to-face meetings, proto-ubiquit(@8s), supporting meetings distributed in spacd, an



ubiquitous (current), supporting meetings distréalin time and space. Emerging work also proposes
to take into account the emotional state and pasdrfes of the current participants.

Prakken and Gordon, [1999] provide an early papethe specification and implementation
of an automated mediation system for group decisiaking. The work described relates to the Zeno
computer system, developed at the GMD Bonn [GoatahKaracapilidis 1997] and applied to urban
planning procedures, in the context of an EU-fungiegjlect called GeoMed. The objective is to
monitor electronic meetings, and remind the pgoéints what moves should be made next, and alert
when rules are broken. But it is also requirebedlexible enough to allow meetings to proceecheve
when rules are broken.

The project has chosen Robert's Rules of Orde©)RRhich are well known rules, which
capture standard procedures in the US for grouidecmaking, based on US parliamentary
procedures. In brief, the rules govern how andliaworder, the floor is obtained, motions are otedi
and seconded, debate is opened, voting is calteahiibthe state of the meeting is updated.

The paper provides a formalisation of RRO in fosder logic, augmented with some quasi-
deontic features, using states and hierarchiepedfch acts. For example

X Is stated by chair at s
represents that the chair has uttered statemenstaie s.

m Is a motion7m Is seconded by p at s
represents that motion m is seconded by p in state

Type: X Is a motion

Superclass: x Is an act
represents motion as a subclass of act.

[X [ (x Is stated by chair at/Sx is debatable- X is open to debate at s’)
represents that a debatable motion becomes omigbtie after it is stated by the chair. H&re
represents the state immediately followsag

[y (y Correctly makes x ats x Is an act/7y Makes x at €/x Is in order at §7/

X Is proper at s)
states a deontic feature that a procedural adriectly made in a state if and only if it is irder and
proper in that state.

A Strips-like approach is used to update the pr&ation of the state of the meeting, as the
meeting proceeds. The formalisation allows recagmiof actual versus required behaviour in the
meeting. It recognises and reports violations efréquired bahaviour, but does not enforce thesrule
(e.g. by blocking voting, when the motion has ne¢toseconded). If the chair overrides a rule and
breaks it by an action the system records the matipdates the state and carries on.

More recent work [Marreiros et al. 2007a, 200 gpwses an agent-based architecture to
support ubiquitous group decision making. The dbjecf this work is to provide a system that can
simulate group decision and can answer what-if tijpres In their proposal each human participant can
be associated with several agents, and it is agbtiméthe group is persistent, as the group’siposv
decision making processes and the members’ paatimeis are to be used in the process. The
intention is for the system to take into accourst fmehaviours, current exchanges of dialogues and
information about emotions of the participantsuggest arguments to be exchanged with other
specific participants. An implementation is repdrtesing Open Agent Architecture, Java and Prolog,
but the details of the reasoning and knowledgeasprtation are not given. The dialogues between
agents involve requesting the other agent to perfom action, accepting or refusing a request, and
requesting with an argument. An argument coulddreexample, a threat, a reward or an appeal to
past practice.

Boella et al. [2008] propose a theoretical frameufor ambient intelligent systems based on
the notion of institutions. As an application fo¢hey consider a scenario of an enhanced classroom
where the teacher and the students are providddpeitket PCs which allow for communications
between students and between students and theetedble teacher has the added facility of being abl
to monitor the flow of communication between studeand to stop it selectively if he judges that the
students are being distracted from their work. bassonveyed via the PCs can be targeted, for
example with more advanced material for the mokaaded students, and discussion and other
working groups can emerge naturally and virtudlllye advantages of such a system could be that it
allows distant learning, for example if a studersvay or ill, and it allows the students to warkreir
own level, without the level becoming public. Tkadher can ask questions on the system and collect
answers. He can also collect feedback instantke&p the lesson more focused at the correct level.



The formalism proposed starts with the agent’svyighere functions associate goals, beliefs
and skills to agents, and another function assexisiills to (the achievement of) goals. For eXamp
with P representing the teacher and M, one of tindesits goals(P)={obtain feedback on the topic of
postmodernismskills(M)={communicate with school friends, answlee questionsiepresent P’s
goal(s) and M’s skill(s), respectively. Alsoles({require feedback})={obtain feedback on tbgit of
postmodernismiepresents that the ski#quire feedbackchieves the goabtain feedback on the
topic of postmodernisnSocial concepts are then brought in via the nadigppowerandsocial
dependence networkBhese too are specified via functions, powepecied by associating with
each agent the goals it can achieve, and sociaindiemcy by associating a set of agents with another
set on which they are dependent for achieving & goa examplelep({M}, {P})={communicate with
school friends}denotes that student M is dependent on teacfmrd@mmunicating with school
friends (as the teacher has the power to allowsadldw this).

The formalism is then augmented at the institatidevel, in a similar way as the agent level,
associatingpublic goals, beliefs and skills, this time not to indival agents, but tmles, for example
role of teacher and role of student representatiVe further theoretical results or analysis isegiv

6.5 Bosse et al. [2008] Driving

This paper describes an agent model for monitatingng behaviour. The objective is to take pertodi
sensor readings of the steering wheel operatigheoflriver and his gaze, and if over time it issdétd
that the driving is impaired, either to lock thaitgpn, if it is already turned off, or to slow afidally
stop the car, if ignition is on. The idea is inspiby a commercial system currently under developme
by Toyota in their Lexus line.

The system proposed by Bosse et al. has four tyjpagentssensoringagentsmonitoring
agents, @river assessmemtgent and aruise controlagent. They can interact through one-to-one
communication and can make observations and pereotions. All the agents are instances of the
Generic Agent Model (GAM)[Brazier et al. 2000]. The sensoring agents coliaze information
from the driver and steering wheel information frim car, and pass these on to the monitoring agent
The monitoring agents review this information oagreriod of time and verify if steering or gaze has
become “abnormal”. If so, the information is paseado the driver assessment agent which can
diagnose that the driver is in an impaired statd, @mmunicate this negative result to the cruise
control agent, which then either slows the car dowlocks the ignition.

All the specifications are based on predicatedogind are, in some places, based on Temporal
Trace Language (TTL) [Bosse et al. 2006]. TTL wedicate logic-based language, including an
executable sublanguage, incorporating states emelgbints. To give a flavour of the specificatioa w
give some samples below. For example, the rulesrgavwy the behaviour of the cruise control agent
are as follows:

internal(cruise_control_agent)|belief(driver_assaent(negative))/
internal(cruise_control_agent)|belief(car_is_notivihg) —
output(cruise_control_agent)|performing_in(blodnition, car_and_environment)

internal(cruise_control_agent)|belief(driver_assegent(negative))/
internal(cruise_control_agent)|belief(car_is_dng) —
output(cruise_control_agent)|performing_in(slowwdo car, car_and_environment)

The first specifies that if the cruise control ageelieves the driver assessment is negative andah

is not being driven (i.e. is not on the move) thiga car ignition is blocked, and the second spesifie
car slow down action. All the agents share geneities regarding beliefs generated by observatioh an
communication, for example:

LX,Y:AGENT, :INFO_EL
input(X)|communicated_from_to(l,Y,Xjinternal(X)|belief(is_reliable_for(Y,l))}
internal(X)|belief(l)

states that X believes information communicateid by a reliable agent Y.

®The Generic Agent Model is a general purpose, donmgiependent, model that conforms to the wealonaif
agency, i.e. as well as autonomy and the capabiflistpmmunication, it incorporates reactive andaptive
behaviour.



The paper presents a simulation run of the sysiém.simulation scenario involves the driver
starting the car and driving. Then between timesol0 and 20 the sensoring agents record the
steering behaviour as:

output(driver)|performing_in(steer_position(centrear_and_environment)
output(driver)|performing_in(steer_position(leftgpr_and_environment)
output(driver)|performing_in(steer_position(rightar_and_environment),

and the focus as:
output(driver)|observation_result_from(gaze_focas(away), driver)

The monitoring agents interpret these as indicatiag the steering has becomes unfocused, and the
driver's gaze fixed.
The following is an example of a “monitor propényle that the monitoring agents use:

Ot [ti<t O t<t2 O belief(at(steer_position(centre),t))
@' t<t’<t+D O not belief(at(steer_position(centre),t’))

which states the property that between t1 andhi2never the steering is in a central position, tites
slightly later time (i.e. after D units, at mosdt)d not in a central position, i.e. the driver gg®n
moving the steering. The verification of this rblgthe monitoring agents leads ultimately to the
passing of the information of driver_assessmengtieg) to the cruise control agent which believes i
and consequently generates the action of slowimgndbe car.

7. AMI: OTHER DATA MANAGEMENT AND Al TECHNIQUES

In the reviews above we have seen several useg dhfabases and agent technologies, including
ECA-rules, temporal, abductive, case-based reagpl@arning and fuzzy logics. In this section we
look at other Al and database technologies whiclte ieeen explored and advocated for use in Aml
applications. Amongst these we look at papersitieaitify the need for and make proposals towards
context-aware data access, distributed plannitigosganisation and embodied systems.

7.1 Context-Aware Data Management
Feng et al. [2004] andi et al. [2008]argue that in the past decades work on databases ha
concentrated onontent-basedccess, but Aml applications requi@ntext-awareaccess and data
management strategies and solutions. Content-lslsgadnanagement focused on efficiency, whereas
context-aware data management focuses on usefulhesstext-aware data management system
should be able to deal with queries such as: teeteport | prepared last night before dinnertfics
afternoon’s meeting”, or “Find restaurants nearthyolv | have not visited for half a year”. Such
queries will require different answers for diffeteisers and different answers at different timegte
same user.
The authors consider context to be the ‘situationvhich the user tries to access the database.

They identify two forms of context: user-centriodeenvironment-centric. Each can be divided up into
various subcategories:
A user-centric context may be:
» Background (e.g. interest, habit), from a userifgof
» Dynamic behaviour (e.g. task, activity), from anasgenda
» Physiological state (e.g. body temperature, hede) rfrom body sensors, or
* Emotional state (e.g. happiness, anger, fear), frati-modal sensors and analysis of user

features.
An environment-centric context may be:
* Physical environment (e.g. time, location, tempeegdt from sensors
» Social environment (e.g. traffic jam, surroundirepple), from service providers, or
e Computational environment (e.g. surrounding deyidegerred from user location and activity.

The issues the authors identify include:

* How to acquire, categorise and model contextuarimétion
* How to exploit contexts to answer a user’'s dataest|

» Context-aware query language for users



* How to communicate answers to the users effectiorlgmall hand-held devices
* What context-aware strategies are needed, bofinfting “useful” answers to queries and for
presenting the answers to the users.

They propose several strategies: (assuming age#dtdata model). Some are for modifying queries,
for example:

1. Context that adds query conditions based oouhent situation: useful for queries such as “look
for the earliest flight that | can catch”, or “lofdr the fastest route to the airport given thereotr
traffic conditions”.
2. Context that adds query conditions based oriligg@ast events: useful for queries such as “what
was the information | got in the hotel”.
3. Context that adds conditions based on otheoifsict
» User's real intention: for example when the usésdsr information about nearby restaurants,
the real requirement is information about nearlsyagrantshat are open noyas the user has
to take clients to lunch according to his/her agend
« Personalizing the query: for example the user &mkdirections to drive to a destination. If it
is night-time the preferred answers are thoseabaid roads through dark woods.
Other strategies are concerned with how queryteaut returned to users, for example:
1. For small devices sort query results sonttwst usefuis given first. Another paper [van Bunningen
et al. 2007] describes a technique for ranking yuesults according to the user’s preferences,ase
on a probabilistic function of the user’s past clesi
2. Query result given in a way convenient to thespnt situation, for example, if the user is digvin
then give the query result as speech, if the sstlking to someone then postpone delivery and ale
via a vibration, and if there is a group of peophliting for the result then present it on largeesor.

The authors propose a two-layer context-aware rdat@agement architecture, consisting of a
public data manager, namely any conventional daeab@anager, and a private data manager
incorporating the context-awareness. A user quefiyst processed by the private data manager,twhic
uses profile, agenda and log information to modifig augment the query, and then sends it to the
public data manager for conventional query procgssihe answer from the public manager is passed
through the private manager and transformed, fprapiate form and level of delivery and returned
to the user.

van Bunningen et al. [2006] provide further depetents of the above proposal to provide
context-based preferences for database queryiAgiirenvironments. In this work they distinguish
between static preferences, i.e. preferences thata context dependent, and context-based
preferences. Static preferences are catered fopli by specifying which database tuples are
preferred, for example “prefer the (tuple relatedhe) cheaper of two books with the same ISBN”.
Context-based preferences, on the other handyasic and situated, for example “Peter prefers TV
programs of human interest genre when doing soegetfime activity with friends around”.

The approach reported in this work uses Descriftimgics (DL) to describe context and
preference. DL [Baader et al. 2003] is a decidéllgment of first order logic and is used in
ontological languages such as OWL. A DL knowledgsebconsists of two components, a TBox, and
an ABox. The TBox is essentially the vocabularyd aontains terminological knowledge about
conceptge.g. Child, Female) armdles (e.g. hasRoom, hasActivityType). The ABox contains
assertions aboundividuals(e.g. Peter, Room5). Concepts and roles can Ingi@tw constructed using
constructorsh (for intersection)[J (for union), and - (for complement).

For example the context-based preference infoomdReter prefers TV programs of human
interest genre when doing some free time activgyepresented as a tuple (Context, Preference),
where each of Context and Preference is a DL faxraalbelow:

Context: {Peter}n (JhasActivityType.FreeTimeActivity)

Preference: TvProgram (//hasgenre.{Human-Interest}).

The context-based preference information “if Petén the room with (at least) a friend then Peter
prefers TV programs of a genre that is of commaoerest to him and the friend” is represented as
Context: {Peter}n (hasFriend. (Z/hasRoom.{ZroomOf.{Peter}))» v )
Preference: TvProgram (/7hasgenre.((JtvinterstOf.{Peter})n ([tvinterestOf.v)))
wherev is a variable.
In the implementation each concept is represessesl table, which is named after the concept.
The table has one attribute, called ID, and is fipd by individuals corresponding to that concept.



Roles are represented similarly. For example tleetables | and 11, below, are representations ef th
two concepts Person and hasActivityType:

Table |. Person Table Il. hasActivityType
Person hasActivityType
ID ----- Source Destination
Erlc Eric Reading
Peter Peter Sleeping

The first table above contains static informatiang the second contains dynamic information
that must be received in real time from externakses. Using such tables, contexts can be expressed
as SQL queries. If such a query returns a non-&hslver then the context is identified. The DL
constructors, 0, and = are mapped to SQL constructs INTERSECT QMIEXCEPT, and
guantified sentencésR.D andR.D are mapped on to nested SELECT statements.

The architecture takes the user query and infoomdtom the environment (via updated
context tables such as the above) and determirestitext. Then it uses the context information to
select a preference. The preference is then ussebiways: to augment the user query (o# mode)
for final evaluation, and to generate triggers (ilhehmode) whereby the system proactively provides
(pushes) information to the user. The first is yu$edexample, to augment the query with a
specification of the genre of TV programme whenuker requires a TV program in a recognised
context. The second is used, for example, to trigegeieval of the background information of the
person who has just entered the room where theisiSEne system is implemented on top of the DB2
database management system.

7.2 Planning

Planning concerns the problem of how to achievead state starting from a known initial state. Apl
is a sequence or partially ordered collection ¢ibas that, if executed starting from the inititdte, is
expected to achieve the goal state. There are planping algorithms and techniques, for example
Graphplan [Blum and Furst 1995], which analyseplgibased search spaces of possible actions,
hierarchical planning techniques [e.g. Tate e2@00], which predefine groups of goals and actions,
and reactive planning [e.g. Firby 1999, Georgetilef.985], which senses the environment and uses
the information to adjust the plan.

There are several ways that plans and plannindpearsed in Aml scenarios, for example in
Smart Homes. Planning can be used to co-ordinategpabilities of the available resources to pmvid
a solution or perform a task. As such planning&orl may have to deal with multiple agency; an
example of this is provided in Amigoni et al. [2Q0Blans can be used, for example, to
» Provide task guidance and reminders to inhabitants,

* Allow Aml systems to share task execution with ipitents,

» Identify emergencies when the inhabitant is nohdaivhat they are supposed to be doing or is not
doing it correctly.

A discussion and survey of the above is providg@impson et al. 2006]. This discussion is used

liberally in the overview below.

An example of a system that uses plans to praeisle guidance is COACH (Cognitive
Orthosis for Assisting aCtivities at Home) [Mahiicet al. 2001, 2003, 2004]. COACH does not do
any planning, but it has a hand-coded internalesgmtation of detailed steps taken to performig tas
for example the task of washing hand or making setgred in a plan library. It uses a video camera
for locating the user’s hands. This is used astitga probabilistic neural network which categesis
patterns of hand locations into steps. Then it asgsmple algorithm to recognise plans from segegnc
of steps. Briefly, in the algorithm, the sequentsteps is compared to COACH'’s library of plansa If
match is not found the most recently observedistggnored and a new match is sought, and so on
until a match is found. Then the system guidesud® through the remaining steps of the plan. As
COACH does not actually perform any planning itreatindo any re-planning when faced with
unaccustomed circumstances. Also its plans asegliences of actions, where the time of each step i
relative to another, but it does not reason abciibras that must occur at some absolute time.

The COACH system has been extended [Bouchard 20@8] to incorporate plan recognition
for people with Alzheimer’s disease. One complmaiin the case of such people is that when they are



observed to do an unexpected action the actionbeajue to an interleaving of plans for different
goals, or it may be due to an error on their pestcater for this, Bouchard et al. consider noyanl
plan library, but a space of hypotheses that iredutbmpositions of pairs of plans in the librarigeT
approach is based on probabilistic Description tgbieinsohn, 1994], whereby a lattice structure of
hypotheses is defined, augmented by probabilitiasdre pre-specified from historical data.

PEAT (Plan Execution Assistant and Trainer) [Lean 1997] is another plan-based system
for providing guidance to the user. It is also ¢dpaf rescheduling activities in the light of urdeeen
circumstances, but its information about the oetsidrid comes only through the user; there are no
sensor inputs.

ACHE (Adaptive Control of Home Environment) [Moz2005], a project at the University of
Colorado, uses neural networks to monitor the iriahip between time and date and operations of
light switches and temperature controls. This edu® encode a sequence of actions within the heura
network. This sequence is not recognisable asssickl plan, but can be used for monitoring the
inhabitants’ actions and for operating light anchperature switches. A cost evaluator guides ACHE'’s
decisions, by calculating an expected cost basezhergy consumption and on the user discomfort,
interpreted as the likelihood of the user havingdotrol lights or temperature manually.

Patkos et al. [2007] provide a brief survey ofnplimg techniques with the aim of highlighting
the shortcomings of existing techniques with regaodAml applications. They identify several
complications imposed on planning by AmI environtseand applications. These include the need to
generate plans and execute plans in a dynamicaemmint where the duration and success of action
executions cannot be guaranteed. Also, in a mgkits situation, common to Aml environments, it
may not be known a priori which agents can paripn the planning phase (an issue also discussed
in the context of Amigone et al. [2005] below) amklich are available at the execution phase. Another
challenge is whether or not the different agentsigpating in planning share plan representation
techniques. Patkos et al. conclude by suggestingtwad directions of research in this area. One
concerns enhancements, along the lines ofdiinual planningapproach [Desjardins et al. 1999],
whereby planning and plan execution are combinede ldne plan is considered (as opposed to
multiple plans for different contingencies), anchioually updated as the execution and other
information suggest opportunities as well as cao$éailure. Another icontext-awareglanning,
adding richer dynamic domain-specific factors te mhore conventional factors, such as precedence
constraints and plan length, to guide choicesammihg.

Amigone et al. [2005] also discuss the challeribasarise when planning in an open
ubiquitous environment. Primary amongst their conseare that a) the devices available in the Aml
environment may have limitations of processing emehmunication power, and b) the number and
type of devices connected to the system may n&hben in advance and may change dynamically,
e.g. when a person with a smart cell phone entevsra equipped with an Aml system, the cell phone
can become temporarily part of the system. A atasgilanner typically iteratively decomposes the
tasks until it reaches subtasks that are executbbéa Aml environment, however, planners have the
added complication of needing to keep track ofdienging availability of devices and their
capabilities, while decomposing tasks and builgitams. To this end Amigone et al. propose a planner
called Distributed Hierarchical task Network (D-H);MWhich extends planning via Hierarchical Task
Networks (HTNS.

D-HTN is a centralised planner in that it centralbntrols the plan building activity, but it
manages and takes into account distributed capabifirovided by the distributed devices, some of
which may be permanent and some transient. So D-iHE@diporates awareness of the context within
which it performs planning. The centralised plarened the devices are considered as co-operative
agents. The architecture implemented is as showigure 3.

6The best known HTN planner is probably Sacerd®@AH [Sacerdoti 1997].
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Fig. 3. An architecture for planning in an openqutiious environment

The scenario considered is care of diabetic patigmhome. Body monitoring devices provide
data about the state of the patient and this,rim tay require action such as adjusting the teaiper
of the room or contacting medical help or spedialiseGoal generatoragent simulates any device or
human that generates (top-level) goals forRt@ningagent. The other agents are organised into three
groups, theCommunicatioragents that can be transitory, tRepositoryagents representing address
book and a database of medicines available inriiea@ment, and thinteractiveagents providing
sensors and actuators to check and adjust the teroperature.

HTN planners deal with task networks, which amesented as:

(N @), (2 @), ..., (M ), A,
where eaclw; is a task, primitive (executable) or otherwisettiar decomposable), eachisa label
identifying the task, ang@is a set of constraints on the tasks, for examgig, to mean phas to be
executed before,rand (i p, n) to mean that p has to persist betweesmd r, i.e. p must be true after
n, and all the time until beforg.rAn HTN planner starts with an initial task netk@onsisting of the
initial goal and a set M of available decomposisiogach of the form m=(t,d), where m decomposes a
task t to a task network d. M is, in effect, aplidrary. The planner repeatedly applies the
decompositions to non-primitive tasks until theutésg task network consists only of executabléksas

In the architecture above (Figure 3), the plangixHTN) is an extension of HTN where the
decomposition methods are distributed amongst aeagents. The Planner agent is given a goal. It
sends a message to all devices known to be curnesmtl of the Aml system asking for their
decompositions of the goal. Awareness of what dsvare available is implemented through JINI and
its discovery mechanism. Any device that has tipabgity to form some decomposition of the goal
may answer. Their answer will consist of a decorntmostogether with some quantitative
measurements, such as effectiveness of plan, resstufce consumption), and probability of success.
The Planner then chooses from amongst these, basie quantitative values provided, and iterdtes i
further decompositions are necessary, and findtbgates primitive tasks amongst the agents.

A brief discussion of some theoretical resultgrizvided regarding decidability and
complexity of the problem of whether a plan existsa given goal, given a set of decompositions, an
initial state, and a set of primitive tasks. In gex the problem is shown to be semi-decidable and
exponential, and with certain restrictions decidadtd polynomial.

A prototype implementation is described, with ep#rgoals such as “check and order
insulin” and “call a technician to fix the insulpump”, whereby the co-operation of the Repository a
any available Communication agents is required. ddger concentrates on planning and not plan



execution or plan repair. So, for example, if aftknning and before execution an agent involved in
the execution leaves the system the execution@baod a new planning process starts for the same
(top level) goal.

7.3 Self Organisation

As with Amigone et al. [2005], Encanacao and Kif2@05] are concerned with the dynamic nature of
Aml environements where devices enter or leavey Hngue that in the future for Aml systems to be
useful they need to have the flexibility and adbjity afforded by self organisation. A system wihnic

is carefully pre-designed for anticipated scenacerenot deal with unforeseen changes of devices or
appliances in the environment. They argue that wehegtquired is a system that is capable of self
organisation into ensembles, constructed from taélable resources, to be responsive to user needs
and desires.

Some static pre-designed Aml systems are alreagilalle or at least easily feasible. For
example, in a smart conference room the projecty switch to the next speaker’s presentation as he
approaches the front, dim the lights when the mrasien starts and turn them up again when the
presentation is finished. In such a scenario tivicds work together according to an ensemble
anticipated by the designer. This means that agghanthe requirements or devices will probablyehav
to be dealt with manually and possibly rather clilyrsy the programmers. Self organisation may be a
solution for overcoming such shortcomings.

To enable self organisation, the authors progosd¢-basednteractions, as opposed to the
more customarjunction-basedor action-based) interactions such as “turn ttitn off”, “play”, etc.
With goal-based interactions the user should be sibhply to specify his goal, rather than to speaif
sequence of actions that if executed would achigvgoal. A motivating example given is for theuse
to specify the goal “I want to watch (the film) @atown now” and have the ensemble of devices to
work out what devices and what sequence of funatites (actions) are needed. For example, turn on
TV, turn on VCR, select video, position video atrstadjust air-conditioning to a comfortable
temperature, adjust sound level, adjust room ligteés TV channel for video viewing, etc. In thisywa
goal-based interaction abstracts away from dedaoesfunctionalities, and allows the interactionhwit
the “system” to be based on the user’s view/gaglser than on the system’s view of the world.

Goal-based interaction requirn@sention analysisi.e. translating the user desires into
concrete goals (possibly also taking context infation into account), anstrategy planningmapping
the goals to sequences of actions by devices.|dtés can be realised through an explicit modgllin
of devices by “precondition/effect” rules, whichris the strategy planning problem into a familiar,
classic planning problem.

Based on the above concepts, the authors havegeddn experimental system called
SODAPOP (Self-Organisating Data-flow Architectuse®porting Ontology-based problem
decomPosition). The work has been done within an@arbased project called DYNAMITE
(Dynamic Adaptive Multimodal IT-Ensembles). SODAP@R middleware for self-oganising Aml
systems. It consists of channels and transduceiefl\B the channels are message busses and the
transducers are the devices. The transducers shébsgrchannels by declaring what messages they are
able to process and whether they can allow otl@stiucers to process the same message concurrently.
When a channel receives a message it decomposastd strategy planning to simpler messages that
the subscribing transducers can handle and seess th them. The channels are capable of receiving
and decomposing goal based messages and the psitistribe approach of the transducers allows
on-the-fly formation of ensembles. A system exanigplgiven containing a TV, a stereo, a speech input
device, a display unit, and an avatar. With thtsuge for example, the audio of a film may be reede
through the stereo if its audio quality is judgeg@erior to the TV. Also all outputs may be rendered
through the avatar.

7.4 Embodied Systems - PEIS
Saffiotti and Broxvall [2005teport work in combining robotics, ubiquitous cortipg and Al
technologies, to provide not just a connected enwirent of interacting devices, but with emphasis on
performance of physical tasks by robots. The ifberis to provide Physically Embedded Intelligent
Systems (PEIS), in what they call a PE®Iogy namely a cooperative physical environment
facilitated by communication.

A motivating scenario is given as follows: Johais@6 years old. She lives in a small house.
Just before she wakes up her fridge realisesltpag ts little milk left. It sends a request fdoattle of
milk to the local store and Johanna's autonomailieyrgoes to the store to collect it together vtitl
usual daily newspaper. When Johanna gets out ofiethotion is detected and the coffee machine



starts to make coffee. A team of robots bring lieakfast items to the table. As Johanna leaves the
bathroom the cleaning robot starts cleaning it.

To study the viability of such scenarios and cgteethe authors have constructed a PEIS-
Home, which is a mini-apartment with a living a#&chen, and bathroom. The ceilings have been
lowered in order to provide space above them fbtesaand computing equipment, and to provide
observation spaces. The Home is equipped with tageMan Pro robots, a tracking component and a
monitoring component. The tracking component iscalisation system using web cameras mounted
on the ceiling to track coloured objects; the reldmve coloured tops. The monitoring system isHer
use of the human experimenters to observe thetéagiinside the Home, and it consists of a
visualisation tool and a record/playback tool. Bathots, Pippi and Emil, have communication and
fuzzy logic-based negotiation functionalities. Enml addition, has a conditional planning functiltya

In one experiment reported, Emil receives a rewesake Johanna up. It delegates the task
to the other robot, and generates a plan for tHéngaup consisting of three steps, go to bed, talk
Johanna, go to sofa. It tells Pippi of the firgtpstPippi executes the action, keeping track of its
whereabouts by the tracking device, and notified Bmen it is at the bed. Emil communicates the
next action of the plan to Pippi, and so on, uht task is accomplished. The communication between
the devices assumes a shared (tuple and event) lwagebbgy.

7.5 Decision Trees
Stankovski and Trnkoczy [2006]scuss the use of decisions trees in Smart Hompkcapions. The
main uses identified are in recognition of usual anusual events in Smart Homes and prediction of
next events.

Decision trees provide a graphic representatigpogtible combinations of attribute values
(Figure 4 is simple example). They may be usenétig because of the visual nature of the
representation. Furthermore, it is straight-forwi@rtranslate them into rules for automated reagpni
A decision tree is a collection of tests. The naggsesent tests of given attributes and the bingat
each node represents the possible values of tlileuddts. The leaves provide classifications of the
instances.

Day of Week

\ Other

Stay Get up

Fig. 4. A decision tree

In Smart Homes sensor data can be collected rieggitte whereabouts of the person, his
interaction with appliances (turned light/cookefadf) and the duration of events (light on for 4uhs,
cooker off for 3 hours). This data can then prowddeaining set for creating decision trees, a @ssc
called induction of decision trees (a well-knowgalthm for induction is the TDIDT/ID3 [Mitchell
1997]). The resulting decision tree can then bgestdd to post-pruning either simply visually oimgs
a standard decision tree pruning algorithm.

The assumption here is that the decision tredlandet of values used for its induction
represent “normal” activity. So in the example ab@Wigure 4), it might be expected that if the pars
stays in bed for more than 7 hours on a Monday, is@yrecognised as unusual behaviour. Decision
trees are appropriate for domains that can be septed by attribute-value pairs, with finite vahets
and a pre-determined set of attributes. Also thesgkvbest if the set of possible values is smallnyna
algorithms support only binary splits. Furthermmeorporation of an explicit notion of time remaias



research issue. The paper does not report anyeterepplication, implementation, evaluation or
experimentation.

8. AMI: HUMAN INSPIRED AND AFFECTIVE COMPUTING

Affective computing is concerned with enabling caigps to recognise human emotion and to respond
accordingly. Early work on affective computing danfound in Salovey and Mayer [1990].
“Emotionally intelligent” computers have clear adteges and applications in Aml. Picard [2000,
2007], describes the use of physiological signatsexplicit user self-reports to help computers
recognise emotion. The same papers also repordiftavent types of human-computer interaction
may affect human activity, for example people magiact for longer periods with the computer if it
appears to understand and empathise with theiriensofThe European project (FP6) e-Sense
(Capturing Ambient intelligence for Mobile Commuaiimns through Wireless sensor Networks,
http://www.ist-esense.org) and the later (FP7) 8igfistegrating the Physical with the Digital Warld
of the Network of the Future, http://www.sensedjpct.eu/), which started in 2008, are partly
concerned with “remote emoting”, aiming at measyemotions, and transmitting them to others, so
that, for example, friends and family can shareetkgitement of each other’s sport and leisure
activities.

Forest et al. [2006] describe context-awarendssd®d by wireless sensor networks as
awareness of a collection of factors, including 8ams. They outline several scenarios for “mood
based services”, where the mood is determinedhyaiplogical factors, such as ECG, breathing rate,
and alterations in voice and in skin conductivityone scenario feelings of distress and fear are
recognised and lead to an assumption of physicajetawhich, in turn, triggers automatic notificati
to an appropriate person, for example a neighbotheopolice. Another scenario, commercially
popular, is in games, capturing the emotions ofplager and amplifying it within the agents in the
game, thus enhancing the player’s experience aloh@eof immersion. Another scenario involves
social networking where people can have “body astevorks” (BANs), which include body sensors
that monitor the physiological factors and clas#ify users’'moods. If BANs are also equipped with
information about their users’ preferences (forregbe for film genres, etc) the BANs can interacthwi
one another in public situations and find “matchiestheir human users.

Gonzales et al. [2006] outline a project wearl T@wBU funded FP6 project
(http://www.wearitatwork.com/Home.20.0.html) whieRplores the use of wearable computing
devices in emergency responses. A particular isténethe project is how such devices can help
determine the emotional state of fire-fighters.sTinformation is then combined with the profiles of
the wearers to help the commanding officers matiageeployment of the fire-fighters in emergencies.
Other groups [for example Marreiros et al. 2008 7b] have been looking into how emotional
factors can be incorporated in a system that simsilabiquitous group decision making.

Within HCI, various techniques have been used¢ogrise human emotions. Some have
concentrated on facial expressions and speech ECetal. 2001], and others on physiological
parameters such as heart rate and electroderniatyag{im et al. 2004]. There are two prominent
approaches to emotional modelling, the Basic Emstapproach [e.g. Oatley and Johnson-Laird 1987,
Ekman 1992] and the Dimensional Approach [Vastfall. 2000]. The first assumes there are several
(6 has been the more widely accepted number) kasitions that can be distinguished from one
another, such as anger, happiness, sadness,ifgarstd surprise. The second assumes the exisbénce
several (normally two or three) dimensions thatsariicient for characterising and distinguishing
different emotions. The dimensions include valenith positive and negative poles (indicating
pleasantness versus unpleasantness), arousalaiitraad excited poles, and dominance with weak
and strong poles (indicating vulnerability versasnihance). For example, both anger and fear are
considered to have negative valence and high ardusizanger has strong dominance and fear has
weak dominance.

8.1 Herbon et al. [2006]

This paper describes experimental work that congpidne two emotional modelling approaches
mentioned above, namely the Basic Emotions appraadtthe Dimensional Approach. The paper also
explores the correlation between physiological pet@rs and self-reports. The experiments involved
showing subjects 5 films, each about 4.5 minuteg,lintended to arouse emotions. For example they
showed a short funny cartoon to induce a positieesing emotion (like happiness). The subjects (40
participants at the University of Surrey) were tadito self-assess after seeing each film. The self
assessment asked for both a rating on the dimeaissoale and a choice of the basic emotions. The



physiological parameters measured were ECG (etmntliogram, breathing rate), EDA (electrodermal
activity, skin temperature), EMG (electromyograagiél muscle activity) and voice.

The two models of emotion were compared by astiegubjects to fill in a questionnaire
expressing their preference between the two. Thdteeshowed a slight preference for the dimension
model over the basic emotion model in terms of edisese. This appeared to be due to the range of
values available along the dimensions, enablingeeraccurate rating of the emotion.

Results on the analysis of the physiological fecctmd emotion dimensions showed a
correlation between increasing valence and fatiabk muscles contracting and pulse decreasing.
Another correlation identified was between incregsirousal and decreasing skin resistance and
increasing respiratory activity. But no correlatwwas demonstrated between brow muscles or other
ECG parameters and either arousal or valence.

8.2 Picard [2000, 2007], Paiva et al. [2007]

These papers describe the work of the Affective @uing Research Group of the MIT Media
Laboratory aimed at giving computers the abilitydoognise and respond to human emotions. The
emotions of interest in their work include frusioat anger, distress, joy, interest, and confusidre
papers describe how emotions can be determineduBenfrustration may be dealt with once it is
recognised, and some applications of affective agmg.

Two approaches are described for determining ers@tions: self-report and concurrent
expression. In the first the user stops what tmeydaing and actively communicates an emotion, for
example a coffee machine which has thumbs-up/thtoholas) buttons via which the users indicate
their satisfaction or lack of it with its operat®orThe feedback is recorded and provides informdtio
the designers of the machine [Norwood 2000].

The concurrent expression approach detects emwitbout the user having to stop what they
are doing to report it. As an example the groupdea&loped wearable “expression glasses” that have
a small point of contact with the brow and can sesfs®anges in facial muscles such as furrowing the
brow in confusion or interest. Another device dixsmt is the Touchphone. This is a normal phone
equipped with pressure sensor, measuring how yighplerson is holding the phone. This measure is
mapped onto a colour, changing from blue to rethagressure increases, which is transmitted to the
other person on the phone. So the Touchphone maglrsome information about changes in a
person’s emotional or physical state, without dtyuavealing the state, itself.

An experiment is reported on how human frustratsolealt with once it is recognised. The
experiment involved 70 subjects who were askeday @ computer game to show their intelligence
and also to win monetary prizes. Some of the stbjgere then faced with particularly frustrating
situations while playing the game, for example wigtwork delays. Afterwards subjects would
interact with an automated agent, and then theydvgal back to the game. They would be given a
choice of either ending the game or continuingl&y,an which case the length of time they contihue
with the game was measured.

There were three types of automated agégnere agent, which just asked about the game,
ignoring emotionsyentagent, which asked about the game but also asi@d the person’s emotional
state giving room to vent, but with no active erhg&ympathy, anémotion supporagent, which was
similar to theventagent, but showed active empathy (“sorry to hear gxperience was not better”,
“it sounds like you felt fairly frustrated playirigis game. Is that about right?”). The resultshef t
experiment showed that people interacting witheitmotion supporagent played significantly longer
after the interaction than those who interactedh Wit other two agents. Thenotion supporagent
was not particularly intelligent or sophisticated,it was interesting that such a relatively simple
device seemed to ease human frustration.

Several applications of affective computing arsctdided. One is a wearable DJ, which
measures the user’s skin conductivity while helistto songs. Higher conductivity is associated wit
being energised and lower conductivity with beiafed. The data is then used to choose songs for
the user to listen to when he asks for “some jagzop me up”, for example. Another is a music
conductor’s jacket which through EMG (electromyagra test that is used to record the electrical
activity of muscles) and respiration sensors mattems of muscle tension and breathing into featur
of the music. One proposed application of the jatkéor teaching student conductors, for example t
give them feedback on their timing and tension.

8.3 D'Mello et al. [2008] AutoTutor

This paper describes work on an affect-sensitit@ system, AutoTutor. AutoTutor helps students
learn physics, computer skills and critical thirkiit has a two-phase strategy, first recognisiifeca
and then responding to it. The affects consideredaredom, frustration, confusion and attentivenes



(which they call “flow”). These were chosen as makevant to learning than the standard basic
emotions [Oatley and Johnson-Laird 1987, Ekman [L@®&h are anger, fear, sadness, happiness,
disgust and surprise.

Affect detection uses three sources of informatommversational cues, body language and
facial features. For conversational cues certafufes are monitored, such as time taken by the
student before giving a response (temporal featare) the number of characters or speech acts used
(response verbosity). For body language informatioessure on the seat and back of the chair of the
student is monitored, with the assumption thatéasing pressure on the seat signifies attentiveness
(student is positioning his body closer to the snojeand increased pressure on the back of the seat
signifies low attentiveness (student is leaningktzawd further away from the screen). For facial
features, the system tracks the pupils of the digedemplates to the eyes and brows and therdabe
facial action units. The assumption is that cordnss associated with a lowering of the brow and
tightening of the eyelids. How to combine the imfation from these three sources and resolve any
contradictions, for a mapping to an affect, is bjsct of the group’s ongoing work. This is also a
research topic within other projects, for exampkemse [Forest et al. 2006].

AutoTutor’s response when an affective state feated is specified by production rules.
Production rules are similar to ECA rules. Theyafréhe form If Conditions then Actionand if
Conditionsare matched with attributes holding in a statepttoeluction rule isriggered i.e. becomes a
candidate for execution. Some selection strategjythgein determine which of the triggered rules will
actuallyfire, meaning that theictionsare executed.

In AutoTutor the contents of the production rubese been inspired by two theories of
learning, attribution theory [e.g. Batson et al98Pand cognitive disequilibrium theory [e.g. Craig
al. 2004] and by feedback collected through expenitswith pedagogical experts. The conditions of
the production rules refer to the student’s perfomoe and detected emotional state, and the actions
refer to primitive actions within the capabilitieEAutoTutor which include speech intonation (e.g.
pitch, intensity), facial expression (e.g. surpridglight) of the AutoTutor's embodied avatar, and
dialogue move (e.g. hint, prompt). An informal exdenof a production rule is as follows:

If the student has been doing well overall, butindtis most recent responses, and the

current emotion is classified as boredom theroAutor might say: "Maybe this topic is

getting old. I'll help you finish so we can trynsething new”.
AutoTutor’s phrases in responding are chosen rahdfyom a list of similar responses to these
conditions.

As well as affective computing, there is work witiiml on architectures inspired by theories
of human consciousness. Two examples are Piva [@08l5] and Marchesotét al. [2005], both
inspired by the model of human consciousness giv&amasio [2000]. This human model describes
two broad interacting components, one that is mmscious, primarily focused on maintaining the
body within a narrow set of parameters requiredstowvival, and one that is conscious, that deatls wi
memories of the past and anticipations of the &utur

Marchesottet al. report an implemented architecture for cexgvent classification based
on Damasio’s model. The proposed artificial arattitee contains two sets of sensors, one,
corresponding to the human non-conscious compof@ntpservations of the internal parts of the
organism and one, corresponding to the human caunsciomponent, for observing external parts. The
“organism” in the implementation is a lab at thensity of Genova. The first set of sensors i thi
context corresponds to software sensors monitahieghumber of machines switched on, and the
network load. The second set of sensors corresgonzsmeras covering the lab and its two access
points and sensors monitoring keyboard and mousatgcThe objective behind the architecture is
the fusion of the sensor data to recognise evets &s people entering the lab and low or high luma
and machine activity.

Piva et al. also use a university lab as a tesfaetheir implemented architecture. They also
employ two sets of sensors, one monitoring the stathe lab and the machines, the other monitoring
human movements and human queries. The objecttedrigeract with the humans, proactively or in
reaction to their queries, for example about abditg of machines in the lab, using different mead=f
interfaces. The interaction is based on rules amd production rules. The choice of interface is
context-dependent. For example if the query is aldether or not machines are available for use in
the lab, the response can be delivered via theRBerif the user is away from the lab, or via gothy
unit at the entrance of the lab if the user ihatlab.

9. SOCIAL, ECONOMIC AND ETHICAL ISSUES

Ambient intelligence involves extensive and invisimtegration of computer technologies in people’s
everyday lives. Such integration will inevitablyespup issues of privacy, risk, acceptance and ggcur



We have already seen some of the negative impitsidf internet technologies in cyber crime,
pornography, including child pornography and spamaiénuisance. But, given the pervasive nature of
Aml, its social and ethical implications go muchtfer. It has been widely acknowledged that there i
a need for acceptable standards and for laws régylkaccess, to avoid social and ethical problems.

RFID tags, alone, have been the subject of mubatdeand controversy already. RFID (Radio
Frequency ldentification) is a tracking technoldlgst uses computer chips that can be embedded into
or fixed to more or less any physical item. RFIDst@an be very small, the size of postage stamps or
smaller. Those without an independent power soteoetransmit information from a few inches to a
few feet away, and those with attached batteriadreasmit information further. Many aspects of
RFID tags and associated technology alarm somensifie.g. Albrecht and Mclintyre 2006,

CASPIAN]. For example, unlike bar codes, propos€&tDRags can assign unique IDs to each
individual item, the purchaser of which can be dateed from store loyalty card information. Tags
can be readable from a distance and through mbseica as wallets and clothing. Moreover, there are
the unknown consequences of exposure to the efeatnoetic energy emitted from large quantities of
such tags.

Wright et al. [2008] discuss the security and privthreats of ambient environments and
technologies and illustrate these by four “darknse®s” (SWAMI dark scenarios - Safeguards in a
World of AMbient Intelligence). Amongst the thredtastrated in these scenarios is the criminabesa
of Aml, for example someone’s house security systbaing disabled by criminals for the purposes of
blackmail and extortion, or several employees wfaggor data mining company pooling together their
partial security clearances allowing them to sgesbonal records of millions of people spread over
several countries. Another example involves busgtdtaining details about a woman, including her
home address and the facts that she lives alonés avell-off, from the RFID tag on a blouse she $uy
combined with some details on a database systeyrhtek into.

Some scenarios in Wright et al. [2008] deal witbuies posed by Aml in travel and healthcare.
These concern over-reliance on Aml, lack of interapility and disproportionate request for personal
information. For example, an accident involves s-full of people touring a city. The accident, itse
is later found to be due to a security lapse, aligugome kids to break into the city's traffic
management system. The personal health monitoewiges of the people caught up in the accident
help the paramedics to identify those in most urgeed of assistance. But there are people whose
health monitoring devices are not up-to-date modeld this leads to fatal misdiagnosis by the
paramedics, who are all too reliant on the Aml desiand no longer exercise the basic skills of
diagnosis. There are also tourists whose devieeaarcompatible with the city’s systems. Once the
patients reach hospital, they are asked to pravidess to all their personal details, or to sign a
statement relieving the hospital of any liabiligarding their treatment.

Kemppainen et al. [2007] concentrate on the p@teot Aml for people with disabilities, for
example in tele-monitoring and care through Smannes. The authors call for guidelines in design of
systems and interfaces that would ensure that sirbrity groups are not excluded from the benefits
of Aml. They draw attention to the fine balancedexztin cases of people with disability in the shgri
of control between the individual and the system.

Below we survey some articles that address thegsef social and privacy impacts of Aml
technology. The first two, Bohn et al. [2004] antkBewald et al. [2005], identify the two central
features of Aml that pose the main challenge tegmy. These are ability of Aml systems to collect
detailed and large amounts of data about indivielealeryday activities over long periods of timeda
the enhanced ability of integrating, searching @tdeving these large amounts of data. These ffesitu
are central for one of the key objectives of Amliethis to provide personalised services. Another
article, Van Heerde et al [2006], provides a snmafilemented case study of how some of these
concerns may be addressed, and another, EU pefeense, provides focus group studies of user
attitudes to such concerns. The final article, Royy2008], looks at difficulties in law in dealingith
Aml issues, and points to a need for interdiscgyn(including law and information technology)
discussions.

9.1 Bohn et al. [2004]

In this interesting and very readable article Behal. examine the technological and economic ugivi
forces behind Aml and discuss its potential impil@as from social, ethical and economic points of
view. They identify several advancing technologieshe primary technical driving forces behind Aml.
These are advances in microsystems and nanotegemlproviding very small and cheap processors
with integrated sensors and wireless communicatigabilities, and electronic markers (such as &utur
descendants of smart labels and RFID tags, alresely as anti-theft devices in department stores and
libraries). Such markers would allow real-time Brtlo information sources and databases held



remotely, ultimately allowing identification of inddual objects and their association with a wealth
data.

They imagine one way of implementing such “commating objects” by equipping them
with electronic labels containing internet addresae digital information. Then one might read the
information at the internet address by pointingeable device at the object, giving the impression
that the object itself is transmitting the inforivat The information may be operating instructions
medical advice. It could be personalised and cardependent, depending on the characteristicseof th
person with the portable reading device, theirau® preferred language. But, the authors conjecture
that, the information may also depend on whetherobtthey have paid their taxes! Such possibilities
have led to concerns about such technologies [Erack001].

They imagine what an “ambient economy” may be, liesulting from the information that
can be associated with all objects and the pergasid active nature of devices. Entities in the
economic process, e.g. goods or vehicles, carabked throughout their lifetime, from the starteim
of their components onwards. Smart objects canrdéaged with “self-conscious” capabilities
allowing them, for example, to monitor their stazagnvironments for parameters such as humidity and
temperature. Their communication capabilities maghier allow them to alert the outside world if the
environment becomes unfavourable. Even going furthey may have the capability of actively
altering their environment. Such capabilities cgmificantly reduce wastage, and the cost and time
needed for replacing damaged goods.

Smart goods can provide a history of themselvesg wars can provide information about
replacement and usage of their parts, organic foadgrovide information about their source and
cultivation, thus, provided the information is addle, allowing the consumer to buy with confidence.

Aml could bring about new business models takimdpeyond the current e-business model.
Objects could subtly advertise themselves. As yalkin the street and you see someone wearing
something, you could get information about where gan buy it and how much it costs, from the
invisible tags embedded in it. Maybe even the weegia earn a commission when someone nearby
sees it and buys it. There is the possibility afssradvertising in the ambient environment, an
electronic version of what already happens. Fomgta currently some washing machine
documentations suggest using a particular watéesef. But as embedded tags and devices could
provide access to a wealth of background informmatibis cross advertising could go much further. A
smart refrigerator could recommend recipes baseshat is available in the fridge and what is
discounted at the nearby or the fridge’s choseesnarket. Prices of everyday goods could be tallore
to individual buyers based on profile informatioragable on them, in turn, determining how much
they are prepared to pay.

Consumer profiles can provide a useful servicedygening information that is unlikely to be
of interest. But another view of profiles is thia¢y, in effect, help other parties to decide what
information towithholdfrom individuals. There is also the obvious rilaccidental or intentional
leaking of the profile and data used to compil€eTihe ultimate in shopping, according to the awhor
can be when objects do their own shopping, “autanspurchasing objects” in “silent commerce”,
according to the business consultancy Accentuce.ekample, photocopiers could order their own
paper supplies, but then possibly also Barbie aalidd order their clothes!

Pay-as-you-go or pay-per-use is already a modesén for example with phones and public
utilities. The authors surmise that Aml may exténdisage. A sofa, or a bed, for example, may be
able to monitor its usage, frequency and weiglgeafple using it and issue periodic bills according
usage. This model may be attractive to corporaséooters such as hotels and offices, possibly &ess t
domestic customers. The possibility of monitoramgl recording activity can bring other uses, and
associated risks to privacy. For example a smant@a be manufactured to provide detailed recofds o
its owners driving habits and parking style, thileveing insurers to use much more detailed criteria
than age or location for setting premiums. In thsecof a claim the cars can provide informatioruébo
the circumstances of the accident, thus affectiegpayout.

Aml can provide sophisticated support for everytilpg, but the information capabilities it
may use for this purpose can also potentially mtevan invisible and comprehensive surveillance
network” — walls literally can have ears! This “geillance” will not be particularly for unusual
activity but for ordinary regular everyday actie#i The authors argue that given the potential
economic advantages to the sellers, it may be rdifiteult to opt out of the Aml environment, to the
extent that opting out becomes a luxury for thoke wan afford it, for example having to pay higher
insurance premiums for cars with less pervasive Aaphabilities.

The authors go on to identify three additionaliéss
Reliability - Aml landscapes are by definition embedded ambtrnsive. This could make it difficult
to notice that some part of it may not be workisgequired. The analogy they give is with a telegho



If you pick a phone up and there is no dial tone kow it is not working, but detection and diagsos
of faults may be much more complicated with invisibetworked devices.

Delegation of control Who is ultimately in control of the contentsAainl devices? Who is legally
liable for the fridge that orders unwanted fooditar toy that influences the child by interactinighw

it?

Social compatibility and acceptaneeHow error prone will these environments be? Wh#te impact
on health and environment of such large collectifrty, individually harmless electronic tags
surrounding us, for example in the supermarketyetsdand ultimately in our garbage?

9.2 Friedewald et al. [2005]

This work involves a study of more than 70 ResearuhDevelopment (R&D), mostly EU-funded,
projects and roadmaps, from the point of view o&tlypes of scenario they focus on, what
assumptions they make about the users, and theotofthe Aml systems they envisage. The projects
cover five application domains, home, health, slivggppvork and mobility, leisure and entertainment,
and focus on different levels of detail, from ditdiscenarios, much like screenplays, to broad
application scenarios, to even broader functioealiand trends.

For each application domain, based on the projbetshave studied, Friedewald et al.
identify a collection of services the Aml suppartimed at providing. For example in the lastuebs
and entertainment, the aims could include
» to enhance and personalise the experience ofnggitiuseums and other sites [e.g. Chervest et al.

2002],
» to provide context-aware entertainment — for eXersplecting music that fits a person’s mood,
using quantifiable musical features, such as tefagp Sleeth 2002].

In the work and mobility domain the aims could ird# [e.g. Heinonen 2004]:

» to turn the whole office space into a smart enviment capable of tracking people and recording
their work,

* toincrease safety and security,

» to support workers’ mobility, allowing them to woitom anywhere and anytime.

One conclusion of the analysis provided in thiglgtis that most applications assume a single
user who has accepted and can afford Aml techredogiven in the home environment account is not
taken much of families being present, and membaving different preferences. Another conclusion is
that the implementation of Aml features in the werkvironments is in a more advanced state than in
the home environments. The study also looked detred of personal (human) control over Aml
systems. It concluded that in the envisaged andldping applications, where the Aml system was
aimed at providing safety or security it had a Higirel of control. In particular, Aml control is
assumed to be very high in envisaged emergenatising, requiring litle communication with
humans. On the other hand, where the system hamteadvice-giving role it had lower levels of
control, possibly subordinate to the user.

Other features of Aml studied in this paper condeformation flow its advantages and
dangers. There is already a steady one-way flowfofmation from consumers to sellers, where
sellers get access to and store sensitive data abstomers. Businesses collect personal data about
people’s shopping, travelling, web surfing and Tstehing behaviour in order to compile profiles.
Aml massively increases the amounts of detailedquealised data that is collected and stored, asd ha
the potential to make, and indeed in some apptinatmust make, such data easily available. For
example in the case of a medical emergency seasitadical and identification information can be
sent via local and wearable devices. Thus Am| nmayg facilitating invasion of privacy and identity
theft, because of the increasing amounts of pelisedanformation stored, and its means of
transmission via personal devices.

Location tracking systems, for example, help pedioid their acquaintance nearby, but in the
wrong hands can lead to attack or kidnapping. Aiwégparents a great deal of control and
surveillance over their children. But at what agewsd this cease and who decides? An intelligedt be
monitoring the weight of the person sleeping arait be used to monitor the weight of elderly people
to help avoid damaging weight loss, but they cap &k used to spy on people, for example to detect
how many people are in the bed. Furthermore, 8oim et al. [2004] have also observed,
personalisation of data and provision of servicas, ultimately lead to the control and filteringvafiat
news or information the users see.

Dependence on Aml, in general, can lead to loshibty to manage one’s life. Assisted
living and automated healthcare for the elderlypanticular, despite their obvious benefits, calto
such loss, and tele-care can contribute to feelifigsolation. Finally, the authors view the possib



Aml divide in the opposite direction from Bohn &t[2004]. Not that AmI will be for the masses, it
only the rich being able to evade it, but thathigh costs of Aml support will mean that only those
who can afford it may benefit from it.

9.3 Van Heerde et al. [2006]

In this brief paper the authors look at data priviacambient intelligence settings. As the othethats,
above, they note that it is the high quality amdéaguantities of data that can be collected thablke
the intelligence of Aml systems and, at the same fprovide the privacy challenges. Moreover, the
collection of this data through ubiquitous systdeasls toasymmetric informatiofdiang et al. 2002],
where there is significant asymmetry between theodand collector. Van Heerde et al.’s proposal is
to give information donors (i.e. those about whafoimation is collected) control over how long and
in what form information about them is kept.

Their (implemented) case study concerns an orgtais(a university) collecting information
about its members accessing websites. The purfdbis @ata is to enable ranking of web sites and
making recommendations to those with similar irgeseHowever, the malicious use of the data can
disclose information about what times and for homgl someone accessed some given web sites. To
counter this, the proposed solution is that usensspecify life-cycle policies on data collectedtioam.
Life-cycle policies can ask for periodic replacemefithe data with increasingly more abstract ass |
detailed versions. For example, a life-cycle potiay be that initially the data collected inclutdese
breakdown and user ID and URL of the site visi#sftier one hour the data is downgraded by replacing
the first two components to the hour in which tHeLUwas visited, and the group to which the user
belonged. After one month the group is replacetheyuniversity, and the URL is replaced by a
general classification of the web site, and after gear the data is deleted.

9.4 EU project e-Sense
(http://www.ist-esense.org/index.php?id=18) (Jan2&§6- December 2007)
e-Sense (Full title: Capturing Ambient intelligerfoe Mobile Communications through Wireless
sensor Networks) is an EU-funded (Framework 6)gmtpjconsisting of a large (IP- Integrated Project)
consortium of 23 partners, from industry (e.g. IBMijitsu UK), management, SMEs (small or
medium size enterprises), research institutes eadeanidnstitutions (e.g. University of Surrey,
TUDelft, Kings College London, University of Tweptdts objectives are to develop communication
technologies using wireless networks, aimed astrafting context data, such as biometrics
information, e.g. heart rate, skin conductanceathiag rate, and data about the emotional stateeof
sensed participants.

The project included a study of the public reactosuch technologies and their acceptability.
They used focus group technigues, much like Nierae#d. [2007] (section 3.3 in this articlesing
audio-visual demos followed by discussions. The@usual demos can be found at http://www.msh-
alpes.prd.fr/le-sense/. They consist primarilyiofyse boards with headings. The study was conducte
in three countries, France, Germany and Spainparttiree applications, personal, healthcare, and
industrial. For these applications the focus groupspectively, consisted of the general public,
healthcare professionals (doctors and nurses)inaidtrial sector professionals (transport, retgili
food processing, logistics).

For the personal applications, the audio-visuatakefocussed on (fictional) systems that
continuously monitored the user’s conditions (mdodation, activity, social situation ...) in orcer
provide personalised advice and services, for el@mpentertainment and counselling. The study
found that the general view of the focus groups meggative, finding the continuous monitoring too
intrusive, and only possibly acceptable in casespetial needs. There were only minor variations
based on nationalities.

For the healthcare applications, the demos focugsescenarios involving health monitoring
at home via body sensors, and involving a wirelemsi, whereby nurses could keep an eye on patients
via wireless monitoring. Here the response froettbalth professionals was positive, but with
concrete and serious concerns, such as the lagdities of the doctors and the hospital, fear of
decreased communication with the patients, andezarebout the responsibilities for diagnosis.

For the industrial applications, the demos focussed range of scenarios, for example, the
use of RFID tags for tracking and monitoring gomtdogistics purposes, and in the shops for
customer use for traceability and product informatiOther scenarios included using sensor data in
factories to monitor the quality and state of begiuipment and products. Here the response of the
professional in all sectors that took part wastpasiin terms of the possible enhancement of
productivity and competitiveness, but less optimist terms of short term investment in such
technologies. It was also felt that in the mediemmt (3-5 years), the focus of such technologies for



industrial applications should be on the productiad transport, and in general for the benefihef t
organisations and enterprises (rather than thé aetd customer side).

9.5 Rouvroy [2008]

This paper considers the current European privadydata protection frameworks and questions if
they are applicable and adequate for dealing wighkind of data collection and processing that is a
the heart of Aml scenarios and technologies. lti$es on two aspects related to personal data, pamel
“freedom from unreasonable constraints (from tlagesbr from others) on the construction of one’s
identity”, and “control over aspects of the ideyntine projects to the world”.

The article argues that the European human rigimtsework incorporates “autonomy in the
construction of one’s identity”, explicitly in thigght to privacy. One consequence of this, inteigate
in courts, is the individual’'s right to control genal information. The pervasiveness of Aml and the
invisibility of data collection and information ggsns may make it highly unlikely that the individlua
(the person being observed) will retain controlrabe data. Moreover, the envisaged seamlessness
and invisibility of Aml systems may also have tlifeet that they disappear from human consciousness,
and in that way they bypass “intentionality” andhtrol.

Furthermore, one objective of Aml systems is &ath” user profiles in order to respond to
human “needs”. But the paper argues, that thesedsieare being defined increasingly by the systems
themselves, and thus by the designers of the sgstmd not by the users. Moreover, the purpose of
the “learning” is often to classify people into@gories which, in turn, can affect the accessjbdit
information and services to people. Thus the papgues that the Aml challenge to privacy and data
protection is not just in the collection of datat klso in the interpretation of the data, which ca
constrain the user’s environment, choices and ppées.

Rouvroy shares with Bohn et al. [2004] the conedyaut “delegation of control”. Aml
systems are likely to be distributed systems inctvimultiple artificial and human agents collaborate
and interact. So the notion of human agency, fiatit in law for assigning individual responsibyilit
and liability, becomes blurred. In such intercontadsystems the identification of where the blame
lies when something goes wrong becomes a diffissite.

A European directive identifiggersonal datas “any information relating to an identified ....
person”. Even though the concept of personal dat@t unanimously agreed upon in all European
Community countries, the European data protectiaméwork identifies a category sénsitive data
and another directive makes it illegal to processhssensitive personal data, such as data revealing
racial or ethnic origin and political opinion, addta concerning health or sex life. This is another
aspect for discussion in relation to the naturdaté collected in Aml scenarios. Images of a person
can convey racial and ethnic origins, their prefdrentertainment, web sites and TV programs may
convey their political opinion and religious tendis, and what they buy may convey information
about their health. In particular, the processing mtegration of all such data about an individteh
lead to the extraction of much more (possibly demsi personal data.

10.CONCLUSION

In this selective survey we looked at several @pgilbn areas of ambient intelligence, including the
Smart Home, care of the elderly, healthcare, bgsiaed commerce, and leisure and tourism. In these
we looked broadly at trends, requirements and ehgé#s, as well as at technical developments and
implemented demonstrators. We also looked at sugfighe attitudes of human target groups towards
these applications and technologies.

Furthermore, in the context of Aml we looked atesal data management and artificial
intelligence technologies, including event-conditaction rules, production rules, learning, fuzzy
logics, planning, plan recognition, temporal reasgrand case-based reasoning. We looked at how
current technologies are being used and what egtenare thought to be necessary. We also looked at
several approaches to using agents, for examgbsigaction tools, for modelling devices and their
interactions, and as middleware.

We then considered the role of affective compuéing human emotions in ambient
intelligence. We considered different approachegtognising and classifying emotions, including
self-reports, physiological metrics, seat and hamedsure sensors and characteristics of speech acts
We also looked at studies correlating some of tlgéerent techniques, and analysing people’s
preferences in rating their emotions accordindneottvo main models of human emotions, the Basic
Emotions and the Dimensional Emotional models.Harrhore, we looked at studies of how human
emotions may be influenced by the way computeresystinteract with humans. We completed the
survey by exploring the social and ethical implieas and challenges of ambient intelligence
technologies.



There are two broad schools of thought regardingd. Ame is that much of the envisaged
functionality is realisable through advances indiaaare and sensor technologies, functioning with
simple data and simple reasoning mechanisms. Tre @t that the full potential of Aml cannot be
realised without sophisticated knowledge represiemand reasoning and other Al and agent-oriented
technologies. This survey has been biased towhedsdcond school of thought. It has explored what
Al and agent technologies can offer in processamg, in making decisions, on the basis of the data
provided by the hardware.

Several concluding observations can be made fhigrstirvey. One, not surprising, is the
universal agreement on the need for context-seitgith Aml systems. AutoTutor (D'Mello et al.
2008), for example, uses the context of the pupitretional state to decide what to do next. The
planner of Amigone et al. [2005] constructs planthe context of the currently available deviced an
their capabilities. All of the Smart Home and eldare systems we looked at decide what action(s) to
perform in the context of the current circumstantesit to adjust lights or heaters, provide advice
about execution of a task, or to suggest a newdstb@f activities to compensate for disturbances i
previous schedules.

What is more surprising, or at least more intémgstis the variety of different techniques
proposed for achieving context-sensitivity, which sery similar and almost interchangeable in
formalising the same concepts. The most obviowedbted techniques are ECA (event-condition-
action) rules, production rules, decision treetgedrity constraints in abductive logic programgj an
case-based reasoning. However, even the propossdtiBescription Logics (van Bunningen et al.
2006), Hierarchical Task Networks ( Amigone et28105), BDI-style commitment rules (Keegan et al.
[2008]), and the agent cycles of da Silva and Vaselws [2007], for context-dependency and
responsive environments, have much in common agw,s@ fact, interchangeable. Other authors (e.g.
Muniz et al. 2003, Rodriguez et al. 2005) use thein ad hoc formalizations, but these also bear
remarkable similarities to ECA or production rulaswy significant differences amongst these
technigues and their relative advantages and disddges may come to light in the future only when
we consider richer requirements for formalization aeasoning, for example where temporal
reasoning or default reasoning is crucial, wherm#& verification is attempted, or where there is a
need for complex background theories to be usedmjunction with rules formalizing contexts.

Another fairly common feature of some of the systeeviewed in the survey is the
recognition of the need for dynamic self-organmaf devices within the Aml environment. Here
again a variety of different techniques is usedbtain similar functionality. These techniques are
primarily based on architectures for communicatiarongst the agents that model the environment
and the devices. Such architectures include, famgte, the tuple space communication of da Silva
and Vasconcelos [2007], the role-based communicatidBusetta et al. [2003, 2004], the goal-based
organisation and interaction of Encanacao and [&005], and the use of JINI in Amigone et al.
[2005]. All these architectures have the primary af allowing agents to enter and leave the system,
and for the goals of the system to be achievedpgrisations of agents that form dynamically.

Learning is a prominent feature particularly ie ®mart Home applications, with a variety of
proposed techniques, for example reinforcemenhiegrand data mining in MavHome (Cook et al.
[2006]) and fuzzy logic in iDorm (Hagras et al. (2). Learning also plays an implicit part in the
recommender system applications, where, for exampasthoff et al. [2007]), the profile of the
user in one domain is generalised and transfeoraddther domain.

There is much agreement about concerns over $gand the social and ethical implications
of Aml. There is clear agreement about the reasdnsAml gives rise to security concerns. The
reasons include the collection of large amounfseo$onal data, the long-term persistence and
integration of such data and the possibility of] &nfact, often the need for, providing easy asdes
the data. Recent serious incidents of loss of loigiastitutions do not encourage optimism regarding
security. In the UK alone, there have been recessds and theft of personal data of large numbers o
people (a figure of 3 million has been quoted)tszlao vehicle licensing, more than a hundred
incidents, each involving loss or theft of a fewukand confidential patient health files, and the
unlawful sale of thousands of personal records mphile phone company. To my knowledge no one
has been held legally responsible for any of thesses of data, and there is no clear identificatio
who should be held responsible for the consequesufésred by individual victims of these losses or
thefts. Undoubtedly, with Aml systems of the futtlese risks and problems will escalate.

We have all probably already had a taste of ctiirdant Aml technologies in our everyday
lives. Some of these experiences are undoubtedjyfuestrating, such as sensor-operated taps that
take much hand-waving before they produce a drogatér, sensor-operated lecture theatres that
decide the blinds must be left open, no matter h@amy buttons one presses before a slide show, and
heat-sensitive under-floor heating systems tha¢ mawds of their own. But arguably the potential



benefits of Aml for individuals, institutions anddinesses outweigh these initial frustrations &ed t
security concerns. Moreover, the potential impé@ml on and its challenges for research and
development are undoubtedly immense and exciting.
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