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Abstract

We define a family of epistemic extensions
of Halpern—Shoham logic for reasoning about
temporal-epistemic properties of multi-agent sys-
tems. We exemplify their use and study the com-
plexity of their model checking problem. We show
a range of results ranging from PTIME to PSPACE-
hard depending on the logic considered.

1 Introduction

In the past ten years there has been considerable work aimed
at verifying specifications of multi-agent systems (MAS)
by means of model checking [Clarke er al., 1999]. Sev-
eral techniques have been developed including binary deci-
sion diagrams [Raimondi and Lomuscio, 2005; Gammie and
van der Meyden, 2004], symmetry reduction [Cohen et al.,
2009] and bounded model checking [Lomuscio ef al., 2007].
While in reactive systems plain temporal logic is normally
used, several agent-based logical languages have been em-
ployed to specify MAS. These include BDI logic [Rao, 19961,
ATL [Alur et al., 1996], and temporal-epistemic logic [Fagin
et al., 1995]. The latter has received considerable attention
due to a number of agent-based applications that benefit from
a knowledge-based approach.

Model checking approaches for temporal-epistemic spec-
ifications have covered different assumptions on the flow of
time. Linear Temporal Logic (LTL) was assumed in some
lines [van der Hoek and Wooldridge, 2003], Computational
Tree Logic (CTL) was employed in others [Raimondi and
Lomuscio, 2005]. These variants share a single underlying
principle: formulas are evaluated at a state. However, there
is a long and successful tradition in temporal reasoning that
explores the implications of interpreting formulas on infer-
vals, not at states. Two most popular approaches are the
Halpern-Shoham Logic [Halpern and Shoham, 1991] and In-
terval Temporal Logic [Moszkowski, 1983].

Reasoning about intervals is useful when one needs to ex-
press naturally properties that hold continuously between two
instances of time. For example, in the interval-based Halpern-
Shoham logic (HS) one can naturally state whether in a given
interval I, every occurrence of “request” (a propositional
variable that labels point intervals) during the interval is fol-
lowed by an occurrence of “fulfil”, represented by the for-

mula [E|((B)request = (D)fulfil vV (E)fulfil). HS logic
includes twelve modal operators expressing various condi-
tions expressing temporal order between intervals, e.g., “be-
gins”, “overlaps”, etc. Since the seminal work in the area
showed that the satisfiability problem for HS logic is undecid-
able [Halpern and Shoham, 1991], much of the recent litera-
ture has focused on the identification of decidable fragments
of HS logic and the assessment of their computational com-
plexity. There are 2'2 different sub-logics of HS logic; the
complexity of their satisfiability problem is now known for
the great majority of them [Monica et al., 2011].

Against this background, our long term goals is to develop
and use interval-based specifications for reasoning about
MAS. We have two objectives for this paper. Firstly, as we
are interested in providing powerful languages for the spec-
ification of MAS, we put forward a family of epistemic log-
ics based on HS. Secondly, since we are ultimately inter-
ested in their use in practice, we define and study their model
checking problem. Our results show that natural, knowledge-
based concepts can be defined on intervals and that there are
fragments of epistemic variants of fragments of HS with a
PSPACE-complete model checking problem. Our experience
shows that most real-life specifications do not use a deep nest-
ing of knowledge operators. As we show, fragments with
bounded knowledge depth are even easier as they are NP-
complete, or even in PTIME.

The rest of the paper is organised as follows. In Section 2
we define interval-based interpreted systems, the semantics
we introduce for reasoning about intervals and knowledge in
a MAS, and define their model checking problem. In Sec-
tion 3 we introduce an epistemic logic, whose satisfaction is
defined on intervals and explore its model checking problem.
We extend these investigations in Section 4 by adding a re-
stricted number of interval operators and combine them with
epistemic modalities. Section 5 is dedicated to some notewor-
thy special cases with very attractive computational complex-
ity. We conclude in Section 6, where we also discuss related
work.

2 Interval-Based Interpreted Systems

In this section we introduce interval-based interpreted sys-
tems, a novel semantics to interpret a variety of temporal and
epistemic logics on temporal intervals, and give a general def-
inition of the model checking problem on them.



To begin, we say that an order (S, <) is tree-like if it is
a transitive closure of a tree, i.e., it satisfies the following
properties:

e The order is strongly discrete, i.e., the are only finitely
many points between any two points.

e The order contains the least element.

e Foranya,b,c € S,ifa < cand b < ¢, then eithera < b
orb<a.

In line with the literature on interpreted systems [Fagin et
al., 1995] in the following we assume a finite set of agents
A = {1,...,m}. Each agent is endowed with a set of lo-
cal states L;,7 € A. We also consider an environment e and
its corresponding set of local states L.. As standard in inter-
preted systems we assume each agent is equipped with a set
of local actions and a local protocol function, which, as usual,
through joint-actions, produces a transition relation ¢. We de-
fine systems purely on the basis of the transition relation.

Definition 1. An interval-based interpreted system, or IBIS,
is a tuple IS = (S, so,t, L), where:

o Theset S C Lo x Ly X---X Ly, is a set of global states,
reachable from sg via t;

o The state sy € S is the initial global state of the system;

e ¢ C S? is a transition relation such that (S,t) is a tree-
like order and s is its least element,

o L: 5% = 2V js q labelling function, where Var is a
set of propositional variables.

Given an IBIS IS, an interval in IS is a finite path on
IS, ie., a sequence of states I = s153...5, such that
sitsi+1,1 < i < (n —1). A point interval is an interval
that consists of exactly one state.

In general interval-based interpreted systems are infinite.
To define the model checking problem, we introduce a com-
pact representation of IBIS, called generalised Kripke struc-
tures (GSK).

We consider the assumptions of Definition 1.

Definition 2. A generalised Kripke structure, or @ model, is
a tuple M = (S, so,t, L), where:
e Theset S C Lo X Ly X -+ X Ly, is the set of reachable
global states,
e so € S is an initial global state,
e t C S2 is the transition relation,

o L: 5% 2V js g labelling function for a set of atoms
Var.

We extend the definition of L to intervals by considering
L(Ja,b]) = L(a,b). For a global state s = (le,l1,...,lm)s
we denote by [;(s) the local state [; € L; of agent i € A
in s. Note that, differently from standard temporal-epistemic
logic, the structures above admit the labelling of propositions
at pairs of states and not at a single state.

To see that GKS are compact representations of IBIS, we
define their unravelling as follows.

Definition 3. Given a GKS M = (S, so, t, L), its unravelling
IS = (8, 50,t, L) is defined as follows:

o S = Uioio S; is the set of all finite paths in M starting
from sg, i.e., all S; are defined by the induction rules:

So = {s0}; ~
S; = {80 coeSig1 | S0...8-1€S;_1 /\(si,l,si) S t},
fori > 0.

e i is the transitive closure of the relation t defined by: sts'
iff dpt(s') = dpt(s) + 1 and source(s)t source(s’),
where source((so,51,...,5;), l1,...,lm) = s; and
dpt((SO, S1y--y Sj), ll, ceey lm) = j

o L isdefined as L(s,s') = L(source(s), source(s')).

It is easy to see that the unravelling of any GKS is an IBIS.
Notice that each IBIS is a GKS, and unravelling of an IBIS
results in the same structure. We write 1.5, to indicate that
1Sy is the unravelling of the GKS M. In the following we
assume that the unravelling of a finite path s;...s, is the
structure with the universe {sy, ..., s, } and the transition re-
lation {(s;,s;)|i < j < n}. We write I to denote the un-
ravelling of a path I on M. Since there is one to one corre-
spondence between paths in M and intervals in 1.5, we will
often use I and [ interchangeably.

In the rest of the paper we define a number of interval log-
ics L of different expressibility. In this context we are in-
terested in studying the complexity of their model checking
problem.

Definition 4. Given a logic L, a GKS M = (S, so,t, L),
a path I = sgsy ..., and a formula ¢ € L, the model
checking problem for £ amounts to checking whether or not

The above defines the problem of model checking gener-
alised Kripke structures against specifications in L. Different
logics will have a different syntax and may use a different
satisfiability notion, but we will refer to the problem as stated
above.

We show that our lower bounds hold even under a strong
condition known in interval temporal logic literature as the
locality assumption[Moszkowski, 1983]. We say a model
M = (S, so,t, L) satisfies the locality assumption if for all
s, 8" € 8, L([s,s']) = L([s, s]), that is, the labelling of in-
tervals depends only on the initial point. GKS satisfying the
locality assumption can be seen as standard Kripke structures,
i.e., Kripke frames paired with an interpretation for the states.

3 Epistemic Interval Temporal Logic

In this section we put forward two epistemic logics for which
satisfaction is defined on intervals and not on points. Epis-
temic Interval Temporal Logic (EIT) is a multi-modal epis-
temic logic where each operator K; represents the knowledge
of agent i € A. The logic EIT¢ is the extension of EIT to
common knowledge over groups G C A.

3.1 Thelogics EIT and EIT~

We start by defining the syntax for the logics EIT and EIT¢.

Definition 5. The syntax of EIT is given by the following
BNF:

pu=plop|loNe| Kip



The syntax of EIT¢ is given by the following BNF':

pu=ploplene|Kip|Cayp
where p € Var is a propositional variable, i € A is an agent,
and G C A is a set of agents.

Formulas built according to Definition 5 are the usual epis-
temic logics in their static versions with and without common
knowledge.

In the following we use the Boolean connectives V, =, <
and constants T, L introduced in the standard way. We also
use the dual operator for epistemic possibility K; defined as
Kip = = K;—¢. As usual, let Eg stand for A\, K;p and
define E}, as E&¢ = g and By p = EqEL¢.

We now define when an epistemic formula is satisfied in an
interval in an IBIS.

Definition 6 (Satisfaction). Given a formula ¢ € EIT¢, an
IBIS 1S, and an interval I, we inductively define whether ¢
holds in the interval I, denoted 1S, I = @, as follows:

e Forallp € Var, we have IS, I = piffp € L(I).

IS, I = —y iffitis not the case that IS, I |= .

IS, I o1 N2 iff IS, I |= 1 and 1S, 1 = ¢o.

IS, I E K,p, where i € A, iff for all ' ~; I we have
IS, I' = .

15,1 = Cgp, where G C A, iff for all n € N we have
IS, I = Efe.

The satisfaction definition for EIT is obtained from Defini-
tion 6 by omitting the last clause. The key clause in Def-
inition 6 is the one relating to the epistemic modality K.
Intuitively, agent ¢ knows that ¢ in an interval I if ¢ holds
in all intervals I’ which are epistemically indistinguishable
to I, denoted I ~; I’. This is defined by considering all
global states in the interval I and ensuring they are point-
wise epistemically equivalent to the corresponding states in
I'. Formally, define as usual [Fagin et al., 1995] that two
global states g, g’ are such that g ~; ¢ iff [;(9) = Li(g'),
i.e., two global states are epistemically equivalent for agent
1 if its local states are the same in the two global states. We
say that two intervals I = s1,...sx, I’ = s,...s] are such
that I ~; I' iff k = [ and for all j < k, l;(s;) = l;(s’;). In
other words an agent ¢ cannot distinguish between the corre-
sponding states in the intervals I, I’. This notion corresponds
to other concepts in computer science, including the notion
of observational equivalence in security [Honda and Yoshida,
1995]. Intuitively, it is the natural extension from local state-
equivalence to local path-equivalence in an epistemic setting.

Example 7. Consider the structure from Figure 1 and the
interval I = s18983. A formula Kip is not satisfied in 1
because there is an interval s3sos3 ~1 I that is not labelled
by p. A formula Ki—Kip is satisfied in I because for all
intervals I' ~1 I we have that I' ~1 s35453, so I' does not
satisfy Kip.

Example 8. Consider a structure containing the states s and
t, such that the pair (s,t) is the only one labelled by a propo-
sitional variable p. Consider an agent 1 that cannot distin-
guish any states, i.e., we have u ~1 ' for all states u, v/, and
the formula ¢ = Kyp. Formula o is true in an interval of
length n iff there is a path from s to t of length n.

o
o
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Figure 1: An example of a GKS M (top) and its unravelling
1Sy (bottom). The edges that follow from the transitivity of
the transition relation in case of 1.5); are omitted for read-
ability. The labelling L of M is such that L(s1,s3) = {p}
and L(s, s") = 0 for all other pairs of states. Agent 1 cannot
distinguish only between s; and s3.

3.2 The complexity of model checking GKS
against EIT and EIT

In this subsection we show that the model checking problem
for EIT¢ can be solved in polynomial space. Then, we show
that this bound is tight, proving that the model checking prob-
lem is PSPACE-hard, even for the logic EIT on structures sat-
isfying the locality assumption. In Section 5 we discuss in-
teresting fragments of the logic EIT< for which better com-
plexity can be shown.

Theorem 9. The model checking problem for the EIT logic is
in PSPACE.

Proof. We show an alternating algorithm that solves the prob-
lem in polynomial time. Since APTIME = PSPACE, this leads
to the membership is PSPACE.

The algorithm solve_eitc(M, I, ) checks whether a for-
mula ¢ is satisfied in an interval I of a model M recursively.
In case of a formula of the form K, the algorithm calls itself
universally for all (equivalent) intervals. In case of a formula
of the form Cgp it first computes the equivalence relation
corresponding to C'¢ using a standard fixed-point approach,
and then proceeds as in the case of K.

Algorithm solve_eitc(M, I, ) Output: True/False

1. If ¢ = p, then if [ is labelled by p then return T'rue, else
return False.

2. If p = —¢/, then return not solve_eitc(M, I, ¢").

3.If ¢ = 1 A @1, then return the logical and
between the results of solve_eitc(M,I,¢,) and
solve_eite(M, I, p2).

4. If p = K;, then compute solve_eitc(M, I’, ") for all
intervals I’ such that I ~; I'. If solve_eitc(M, I’ ")

returns F'alse for some of them, then return False, else
return T'rue.

5. If ¢ = Cgy’, then compute the smallest equivalence
relation ~¢ containing all the relations ~; for ¢ € G,



and then call solve_eitc(M, I’, ') analogously to the
step above but by considering ~ in place of ~;.

Clearly, the algorithm solves the model checking problem
and requires only polynomial time. O

We show the lower bound for the logic EIT.

Theorem 10. The model checking problem for EIT is hard
for PSPACE, even if we consider only structures that satisfy
the locality assumption.

Proof. We reduce the quantified Boolean formula (QBF)
problem to the model checking for EIT with the locality as-
sumption. For a formula ¥ = Q1p1Q2ps2 . . . Qppn.p, Where
Q; € {¥,3} and p is quantifier-free, we define a struc-
ture M = (S,8$,t, L) with the set of states S = {T,$} U

{1,...,n} x {F,T}. We are interested in intervals of the
form $(1,v1)(2,v2) ... (n,v,), where each v; € {F, T} rep-
resents a valuation of p;. The only propositional variable in
the model is 7, and it labels only intervals starting from T, i.e.,
all the pairs (T, s). The relation ¢ is such that from $ there is
a transition to every other state; from 7 there is a transition
only to T'; from (i, j) there is a transition to (¢ + 1, j') for any
j,3 € {F,T}.

We use 2n agents. For ¢ < n, agent ¢ cannot distinguish
only between the states (¢, 7) and (i, F'), and agent n + ¢ can
distinguish two states only if one of them is (i, F').

_ Consider an interval I = $(1,v1) ... (n,v,). The formula
K, ;T is satisfied in [ iff [ ~,; T ... T, that is, by the
definition of agent n + 14, iff (¢, v;) ~p4; T, thatisiffv; = T.
Clearly, v; = T iff I represents an interval in which p; is true.

Let ¢, +1 be a result of replacing in p every p; by K, ;7.
By the above observation, an interval I satisfies ¢, iff it
represents a valuation that satisfies p.

For quantifiers, consider the formula K;p. This formula
is satisfied in an interval I = $(1,v1) ... (n,v,) iff for all
j € {F,T}, the formula ¢ is satisfied in $(1,v1) ... ( —
Lvi—1) (4,7) (8 + 1,vi41) - .. (n,vy), that is, iff ¢ is satis-
fied at all the intervals that represent the same valuation of
propositional variables, possibly except for p;. Similarly, the
existential quantifier can be simulated by a formula K;p.

To finish the reduction, we define formulas ¢,,, ..., 1 re-
cursively. If Q; =V, then we set ¢; = K;p;1, and other-
wise we set ¢; = K;p;11. The above observations show that
an interval $(1, F') ... (n, F) satisfies ¢ iff W is true. O

We conclude this section by studying the complexity of the
satisfiability problem, i.e., whether or not a given formula ¢
admits an IBIS IS and an interval I such that I.S, I = ¢.

Theorem 11. The satisfiability problem for EIT is PSPACE—
complete; the satisfiability problem for EIT¢ is EXPTIME—
complete.

Proof. Let S5, be a multimodal modal logic interpreted over
structures with equivalence relations S1, S, . . . associated to
the modal operators (11,5, ..., and S5C, be an extension
of S5, by adding the common knowledge operator. Let f be
a bijection that transforms the formulas of EIT~ by replac-
ing each K; by [J;. We claim that any EIT (resp., EIT¢)
formula ¢ is satisfiable iff f(y) is satisfiable in the logic

S5, (resp., S5C,), that is, that f and f1 are polynomial-
time reductions between the satisfiability problems for EIT
(resp., EIT¢) and S5, (resp., S5C,). The complexity of
the satisfiability problem for S5, and S5C, follows from
the results for S5,, and S5C,, [Halpern and Moses, 1992;
Fagin et al., 1995].

Assume that ¢ is satisfied in a model IS = (S, so,t, L)
and an interval /. Consider a Kripke structure M =
(W, 80,51, - --,Sm, L) such that W consists of the intervals
of IS, and for any worlds 7, J’ of M, we have that 7.S; 7’
iff 7 ~; J'in IS. By induction one can see that f(y) is
satisfied in the world [ in M.

Conversely, assume that a formula f(y) is satisfied in a
world w of a model M = (W, wq, S1,...,Sm,II). Assume
that M contains only the relations in ¢. We construct a model
IS = (W U {so}, so,t, L), where sq is a fresh initial state.
The transition relation ¢ contains an edge (s, t) iff s = s. For
each i, the relation ~; contains (s, o) and all the pairs from
S;. So we have ss’ ~; tt' iff s = t = sg and s'S;t’. We set
L(sp,w) = 7(w). By induction we can see that ¢ is satisfied
in the interval sqw in I.S. O

The algorithm solving the model checking for EIT (resp.,
EIT¢) works as follows. For a given formula ¢, replace all
occurrences of K; by UJ;, and check the satisfiability of the
resulting formula in logic S5, (resp., S5C,).

4 Epistemic Halpern—-Shoham Logic

As discussed, the logic EIT¢ contains no temporal operators.
In this section, we enrich EITo by means of interval-based
Halpern—Shoham modalities.

The temporal operators in the Halpern—Shoham logic rep-
resent temporal relations between intervals as originally de-
fined by Allen [Allen, 1983]. Six of these relations are pre-
sented in Figure 2: R4 (“after” or “meets”), Rp (“begins” or
“starts”), Rp (“during”), Rr (“ends”), Ry, (“later”), and Ro
("overlaps”). Six additional operators can be defined corre-
sponding to the six symmetric relations. Formally, for each
X € {A,B,D, E, L,O}, we also consider the relation R,

corresponding to Ry .

—
[l',y]RA[fE/,y/]

iff &/ =yand 2’ <y’
[z,y]Rp[z', 4]

iff 2/ =xand y <y
z,y|Rplz',y
| ilgf]x’DLx%r]ldy'<y
[z, y] Re[2',y']

iff y =y and 2’ >z
[xay]RL[‘rlqu

iff 2/ >y

/ /

[l‘,y]Ro[QT,y] _

iff v <o/ <y<y

Figure 2: Basic Allen’s relations.



Definition 12. The syntax of the Epistemic Halpern—Shoham
Logic (EHS) is defined by the following BNF.

o u= plowleAp| Kip|Cayp| B
(Ao | (Ap | (B)e | (B)p | (D)e | (D)g |
(E)o | (E)p | (L)p | (L)e | (O)p | (O)p

where p € Var is a propositional variable, i € A is an agent,
and G C A is a set of agents.

We write [X ] for (X )—.
Definition 13 (Satisfaction). Given a formula ¢ € EHS, an
IBIS IS, and an interval I, we define whether @ holds in the

interval I, denoted 1S, I |= o, by adding the following clause
to those reported in Definition 6.

6. M,I = (X)o iff there exists an interval I' such that
IRxI' and M, I' = o, where Rx is an Allen’s relation
as above.

We often use the operator [G] defined as

Gle=en N\ Xl(eA[AlpA[Llp)
Xe{A,A,B,L}

which can be read as “in all the (reachable) intervals ¢ holds”
and its existential version (G)p = —[G]—¢.

Example 14. Consider the structure from Figure 1 and the
interval I = s18983. We have IS,1 = [G]—K1p because
each interval labelled by p is of the form sit1 .. .1, S3 (where
t; stands for s1, sa2, S3 or S4 as appropriate) and agent 1
cannot distinguish it from s1ty . . . t,,s1, which does not satisfy
p. By contrast, we have IS, I W= [A]K —p. Indeed the path
I' = 535983 is such that IR I', but I’ does not satisfy K1—p
since the interval s1s953 ~1 I' is labelled by p.

Example 15. Consider a structure containing intervals la-
belled by propositional variables s and t. The formula

(G)((B)(s Api) NE)(E A pi) A([D](pi = Kisafe)))

where pi = [B]_L is a formula satisfied only in point intervals,
states that there is a path from a point-interval satisfying s to
a point-interval satisfying t through which Agent 1 knows that
safe holds.

Note that we consider tree-like orders, but not necessar-
ily linear, and we allow for point intervals. It is known that
over such orders, even the operator (D) can on its own repre-
sent successful runs of Turing machines [Marcinkowski and
Michaliszyn, 2011].

4.1 BDE fragment of EHS logic

The undecidability of the satisfiability problem for EHS fol-
lows from the undecidability of HS [Halpern and Shoham,
1991]. Tt is however instructive to identify fragments of EHS
that lead to comparatively attractive model checking prob-
lems. We here confine ourselves to consider the BDE frag-
ment of EHS logic, i.e., the logic defined in Definition 12
by considering only the clauses for the modalities (B), (D),
(E), and K; and C. We show the following result.

Theorem 16. The model checking problem for the BDFE
fragment of EHS is PSPACE—complete.

Proof. The lower bound follows from Theorem 9; so we only
show the upper bound. We extend the alternating algorithm
from the proof of Theorem 9 by adding the relevant tempo-
ral cases. In the case of a formula of the form (B)yp, (D),
or (E)¢, the revised algorithm guesses a new interval (resp.,
prefix, infix of suffix of the current one) and calls itself recur-
sively.

Formally, the algorithm, called solve_ehs, extends the al-
gorithm solve_eitc by the following rules.

6. If ¢ = (B)¢/, then for all k£ s.t. 1 < k < [ compute
solve_ehs(M, sy ... sk,¢"). Return True if at least
one sub-process returned T'rue.

7. If ¢ = (D)¢/, then forall k, k' s.t. 1 < k <k <1
compute solve_ehs(M, si ... sx, ). Return True if
at least one sub-process returned 7'rue.

8. If p = (E)¢/, then for all k s.t. 1 < k < [ compute
solve_ehs(M, sy, ... s, ¢’). Return True if at least one
sub-process returned 7'rue.

Clearly, the algorithm requires only polynomial time. [

The undecidability of the satisfiability problem for the
BDE fragment of EHS follows by the one of the logic con-
taining (B), (D), and (E) only [Bresolin et al., 2011].

5 The Complexity of Some Noteworthy
Fragments

In this section we show that some interesting fragments of

EHS logic are endowed with an easier model checking prob-

lem. We start by defining the knowledge depth of an EHS
formula ¢ (denoted K D(¢p)) as follows.

K D(p) = 0 where p is a propositional variable.
KD(p1 A pa) = max(KD(p1), KD(¢2)).
KD(=¢) = KD({X)¢p) = KD(p).
KD(Kip) = KD(Cay) = KD(p) + 1.

We assume that the reader is familiar with the concept of
the polynomial hierarchy [Papadimitriou, 1994].

Theorem 17. The model checking problem for EIT¢ specifi-
cations , such that KD(yp) < k for some k > 1, is AL —
complete.

Proof. (Sketch). The lower bound simply follows by apply-
ing the reduction from Theorem 10 to the QBFj_; problem,
that is, the QBF problem restricted to formulae with quanti-
fier depth bounded by k£ — 1.

The algorithm for the upper bound proceeds as the algo-
rithm for EIT, except for the case of the formulae of the
form K;¢ or Cqp, where K D(¢) = 0. For the case of K;¢
(resp., Cap) with KD(yp) = 0, the algorithm first gener-
ates the list of all pairs (¢1,¢;) such that there is an interval
I' =ty...tpst. I ~; I' (resp.,, I ~g I, where ~¢ is
the smallest equivalence relation containing all the relations
~; for i € @). Then, for each pair (¢1,¢;) found, it checks
whether the knowledge-free formula ¢ is true in an interval
labelled by L(¢1,t;). The algorithm returns True if at least
one is and F'alse otherwise.



What remains to be explained is how to compute, for a
given equivalence relation ~ (which may stand for ~; or ~¢)
and an interval s; . . . s, the set of pairs (¢1, t,,) s.t. there is an
interval ¢y ...%, ~ 1 ...Sy. This can be done in polynomial
time by the function find_all defined as follows.

Algorithm find_all(M,~,s; ... s,) Output: Set of pairs

1. Let R1 = {(t,t”t ~ 81}.
2. Foreachi =2,3,...,n:
o SetR; := 0.
e For each (ﬁl,tifl) €R;,_1:
— For each state ¢; such that ¢; ~ s;, if there is a
transition from ¢;_; to t;, then add (¢y,¢;) to R;.
3. Return R,,.

The algorithm runs in time O(n - |S|3), where S is the set
of states of M. O

The result above does not hold for EHS, as even for for-
mulae of knowledge depth 1 we obtain a Aj-hard model
checking problem. Below we define a variant whose model
checking problem is A —complete for formulae of knowl-
edge depth bounded by k.

Definition 18. The syntax of the logic EHSP is defined by the
following BNF expression

® Y]-p|lene| KiplCap
Y ou= p | Y AY | (B | (D) | (E)Y

where p € Var is a propositional variable, i € A is an agent,
and G C A is a set of agents.

Theorem 19. The model checking problem for EHSP speci-
Sfications @, such that KD(p) < k for some k > 0, is Af—
complete.

Proof. (Sketch). To obtain the lower bound, we modify the
reduction given in the proof of Theorem 10 in the following
way. We use additional propositional variables 1, ..., n and
label each pair of states of the form ((¢,7'), s), where s € S
by ¢; for each ¢ < n we also replace the formula K,,; T with
(D)i and Ko, T with (E)i. It can be checked that the result
then follows.

For the upper bound we extend the algorithm for EIT¢ by
the following rule.

6. If KD(p) = 0, then for all subintervals of I and all
subformulae of ¢, determine which of the formulae are
satisfied in which subintervals (starting from formulae
of smallest modal depth). Return True if I satisfies ¢
and False otherwise.

This step can be performed in time |I|? - ||, which is
clearly polynomial in size of the input. O

It follows that model checking specifications with no
knowledge operators is in PTIME.

Finally, we present an NP—complete fragment of EHS.
Definition 20. The syntax of the logic EHS3 is defined by the
following BNF expression.

pl-plerpleVel Kip|
Ca | (B)e | (D)p | (E)p

p =

where p € Var is a propositional variable, i € A is an agent,
and G C A is a set of agents.

Satisfaction for EHS3 is defined as in Definition 13 by as-
suming that C'g ¢ is an abbreviation for =Cg—¢.

Theorem 21. The model checking problem for EHS5 is NP—
complete.

Proof. (Sketch). The lower bound follows by applying the
reduction given in the proof of Theorem 10 to existential for-
mulae. We show the upper bound by describing the algorithm
solve_ehsg which consists of steps 1-3 from solve_eitc to
which we add the following:

4. If o = K;¢', then guess I’ such that I ~; I’ and return
the value of solve_ehs3(M,I',¢").

5. If ¢ = Cgy', then compute the smallest equivalence
relation ~¢ containing all the relations ~; for i € G,
guess I’ such that I ~¢g I’ and return the value of
solve_ehss(M,I',¢).

6. If o = (X)¢/, then guess an interval I’ such that TR x I’
and return the value of solve_ehs3(M, I, ¢").

The algorithm runs in non-deterministic polynomial time.
O

6 Conclusions and Future Work

In the Introduction we pointed out that: i) while the satisfac-
tion problem for interval temporal logic has been studied in
considerable detail, no results are known for its model check-
ing problem, and ii) while intervals have been used in various
areas in computer science, they are still relatively unexplored
in Al and MAS. In this paper we firstly put forward a se-
mantics for epistemic modalities in the context of intervals
and defined epistemic logics with and without interval oper-
ators. We argued that the notion we arrived to is the natural
extension to intervals from the point-based epistemic inter-
pretations commonly used in the literature.

Secondly, we introduced the model checking problem for
these logics and studied it for a number of cases of inter-
est. We proved that the powerful epistemic logic EIT< with
individual and common knowledge as well as three interval
operators has a PSPACE-complete model checking problem.
While we see this as positive result given the expressiveness
of EIT¢, we also identified fragments with better complexity,
including PTIME, for logics with a limited number of nested
epistemic operators. All the results hold as well for the logics
without the common knowledge operator.

In the future we would like to identify the complexity of
the model checking problem for the full logic EHS as well
as the ABBDELO fragment, i.e., the fragment without past
modalities. We are also interested in exploring how compact
representations of the type considered in [Lomuscio and Rai-
mondi, 2006] affect the results in this paper and how intervals
can be related to clocks in the context of verification [Lomus-
cio et al., 2007].
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