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Abstract
Decompilation is the process of translating compiled code into high-level code. Control flow recovery
is a challenging part of the process. “Misdecompilations” can occur, whereby the decompiled code
does not accurately represent the semantics of the compiled code, despite it being syntactically valid.
This is problematic because it can mislead users who are trying to reason about the program.

We present CFG-based program generation: a novel approach to randomised testing that aims to
improve the control flow recovery of decompilers. CFG-based program generation involves randomly
generating control flow graphs (CFGs) and paths through each graph. Inspired by prior work in
the domain of GPU computing, (CFG, path) pairs are “fleshed” into test programs. Each program
is decompiled and recompiled. The test oracle verifies whether the actual runtime path through
the graph matches the expected path. Any difference in the execution paths after recompilation
indicates a possible misdecompilation. A key benefit of this approach is that it is largely independent
of the source and target languages in question because it is focused on control flow. The approach is
therefore applicable to numerous decompilation settings. The trade-off resulting from the focus on
control flow is that misdecompilation bugs that do not relate to control flow (e.g. bugs that involve
specific arithmetic operations) are out of scope.

We have implemented this approach in FuzzFlesh, an open-source randomised testing tool.
FuzzFlesh can be easily configured to target a variety of low-level languages and decompiler
toolchains because most of the CFG and path generation process is language-independent. At
present, FuzzFlesh supports testing decompilation of Java bytecode, .NET assembly and x86 machine
code. In addition to program generation, FuzzFlesh also includes an automated test-case reducer
that operates on the CFG rather than the low-level program, which means that it can be applied to
any of the target languages.

We present a large experimental campaign applying FuzzFlesh to a variety of decompilers,
leading to the discovery of 12 previously-unknown bugs across two language formats, six of which
have been fixed. We present experiments comparing our generic FuzzFlesh tool to two state-of-
the-art decompiler testing tools targeted at specific languages. As expected, the coverage our
generic FuzzFlesh tool achieves on a given decompiler is lower than the coverage achieved by a tool
specifically designed for the input format of that decompiler. However, due to its focus on control
flow, FuzzFlesh is able to cover sections of control flow recovery code that the targeted tools cannot
reach, and identify control flow related bugs that the targeted tools miss.
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1 Introduction

In this work we present a new randomised testing approach for automatically finding
misdecompilation bugs in decompilers.
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Decompilers aim to reconstruct source code corresponding to compiled code. This can
be useful for detecting security vulnerabilities in binaries [1, 17, 54, 28, 60, 48], source code
recovery [18], or to enable program analysis in cases where the source code is unavailable [45,
55, 52, 20, 24].

Decompilation is a difficult process because (a) some information is lost during compilation
and (b) restoring high-level code structure is technically difficult, particularly when the code
has been heavily altered through compiler optimisations. Control flow recovery is especially
challenging because there are often multiple valid ways to structure a given control flow graph
(CFG) using high-level constructs (such as while or if/else) and the process of deciding
which structure to use can be a source of errors. In addition, attempts by the decompiler to
make the output code more readable (for example by eliminating as many goto statements
as possible) rely on complex algorithms [6, 65, 25, 4].

In this paper, we define misdecompilation as any semantic deviation between the ori-
ginal low-level code and its decompiled counterpart. Misdecompilations mislead analysts,
wasting their time. They are more serious than decompiler crashes or failures to decompile
because there is no indication to the user that the output is incorrect. The consequences of
misdecompilations can be severe: misunderstandings arising from a misdecompilation could
cause a security analyst to overlook a vulnerability or mis-classify a piece of malware. For
example, Votipka et al. [59] find that malware engineers prefer working with decompiled
code for readability, but must switch to (harder-to-read) disassembly when they suspect
a misdecompilation has occurred. Source code recovery can also be complicated by the
presence of misdecompilation bugs [18].

In recognition of the importance of reliable decompilers, recent work has used randomised
testing to search for decompiler bugs in a proactive manner [41, 71, 43]. However, these only
target one language format each and do not focus specifically on control flow.

We build on Klimis et al. [34] to develop a novel decompiler fuzzing approach called
CFG-based program generation. It has two key features:

CFG-based program generation targets control flow recovery. The approach aims to
thoroughly test the control flow recovery components of decompilers. Beyond control flow,
our programs are designed to use limited low-level language features, so that the only
source of complexity is the control flow. This restriction to a limited set of features is
important, because in practice each decompiler has an informal “scope”, which is the set of
programs it should be able to decompile. Programs that make intricate use of specialised
low-level language features risk being outside of the scope of a decompiler, which may not
support the reconstruction of these features. These programs are not useful as test cases
because (a) they will not be recompilable, and therefore cannot detect misdecompilation bugs,
and (b) will not be interesting as crash- or failure-inducing test cases to developers, who
generally focus on in-scope supported language features. Prior work has devoted considerable
attention to addressing the problem of recompilability, for example through post-processing
the decompiled output [41, 71]. By producing programs that are syntactically simple, our
approach sidesteps this problem.

The trade-off associated with our restriction to the control flow-related parts of low-level
languages is that the programs generated by our approach are unlikely to trigger bugs related
to detailed language-specific features (such as bugs in the handling of arithmetic operations).

CFG-based program generation is easily retargeted to various low-level languages. All
mainstream programming languages have some notion of control flow. CFGs generated by
our approach can therefore be “fleshed” into many different target languages, without the
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need to provide full grammars to the tool or perform extensive language-specific engineering.
We are not aware of any other decompiler testing techniques that can be easily retargeted
to work with distinct low-level languages. Prior decompiler testing tools have been highly
customised for particular languages, requiring a great deal of expertise to build and typically
using existing specialised program generators for the target language [43]. Our approach
drastically reduces this manual effort with respect to the testing of control flow recovery.

In more detail, CFG-based program generation involves randomly generating CFGs
according to graph generation algorithms. Random paths through each CFG are also
generated; these represent the expected runtime execution path. Each (CFG, path) pair is
“fleshed” into a program that (a) guarantees that a particular path through the program
should be traversed, and (b) checks that this path really is followed when the program
executes. This check forms the test oracle: each program contains a self-checking assertion
that fails if there is any difference between the actual and expected path.

We have implemented this approach in FuzzFlesh, a new open source decompiler testing
tool. Figure 1 illustrates how we use FuzzFlesh to test decompilers. First, we generate a
CFG and path, which we flesh into a low-level program (for example a Java bytecode class).
We use the decompiler under test to decompile the program. We then recompile the
program. Finally, we execute the recompiled program and assert that the actual runtime
path matches the expected path. Any differences indicate a possible misdecompilation.
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Figure 1 Workflow of CFG-based program generation as implemented by FuzzFlesh.

FuzzFlesh also features a test case reducer that operates on the CFG and path to
automatically reduce bug-triggering programs to a manageable size. The reduction process
retains the “expected vs. actual path” test oracle, which assists in pinpointing the source of
the misdecompilation.

Most of the program generation and reduction toolchain required can be implemented
in a language-independent way, which means that it can be easily extended to multiple
languages. Based on our experience implementing support for four languages, we estimate
that implementing an additional language would only take approximately 8 hours for an
experienced programmer (see Section 6.1). This is in contrast to other program generators
used by decompiler testing tools, which require extensive language-specific engineering to
produce test cases. For example, JavaFuzzer [66] and Csmith [68] are used by other tools
and can only produce Java and C programs respectively. Such custom program generation
tools require a large amount of effort to produce for each language. FuzzFlesh is therefore
particularly useful for quickly testing a range of decompiler toolchains across different
languages.

ECOOP 2025



13:4 FuzzFlesh: Randomised Testing of Decompilers

Currently, FuzzFlesh supports the generation of low-level programs in three different
formats: Java bytecode, x86-64 machine code, and .NET assembly. We have used FuzzFlesh
to test three Java decompilers (CFR, FernFlower, JADX), one binary decompiler (Ghidra),
and one C# decompiler (ILSpy). We compare the performance of FuzzFlesh to a binary
decompiler testing tool (DecFuzzer) and a Java decompiler testing tool (JD-Tester).

Our evaluation aims to answer the following research questions about CFG-based program
generation, in the context of the FuzzFlesh tool:
RQ1 How effective is FuzzFlesh at identifying decompiler bugs?
RQ2 How does the efficacy of FuzzFlesh vary across languages and decompiler toolchains?
RQ3 How thoroughly is FuzzFlesh able to test the control flow recovery components of

decompilers in comparison to other decompiler testing approaches?
RQ4 To what extent can FuzzFlesh identify bugs that are different from those identified by

other decompiler testing approaches?

Our results show that FuzzFlesh is effective: it has found 12 previously-unknown bugs in
four decompilers across two languages, of which eight have been confirmed (with six already
fixed) in response to our bug reports. Ten of the bugs are directly related to control flow
recovery. Six of the total bugs are misdecompilations, while the remaining six are refusals to
decompile, whereby the decompiler refuses to produce a program in the target language due
to an internal failure.1 FuzzFlesh achieves reasonable code coverage of decompilers despite
the limited syntax and language features used within its programs. As expected, due to its
focus on control flow, the coverage FuzzFlesh achieves on any particular decompiler is lower
than that achieved by language-specific decompiler testing tools. Nevertheless, FuzzFlesh is
able to cover code that other tools cannot reach. In particular, FuzzFlesh identifies bugs
within control flow recovery code that is not covered by other tools.

In summary, our main contributions are:
A novel program generation technique that specifically targets control flow recovery
in decompilers by generating CFG data structures. The programs are designed to be
syntactically simple and therefore easily recompilable.
An implementation of this technique, FuzzFlesh, which comprises: a CFG and path
generating component, three different program “fleshing” modules that target x86, Java
bytecode, and .NET assembly, a program reducer that operates on the CFG and path
data structures, and a test harness for automating the decompiler testing workflow.
A large-scale testing campaign that identified 12 bugs by applying FuzzFlesh to five
decompilers covering three distinct (low, high) language pairs: CFR, FernFlower, JADX,
Ghidra, and ILSpy.
An evaluation of FuzzFlesh featuring a comparison to two other recent decompiler testing
approaches, DecFuzzer and JD-Tester, showing that FuzzFlesh offers complementary
bug-finding abilities.

Availability. FuzzFlesh is open-source and available on GitHub [21]. An artifact is also
published along with this paper [22]. This includes a copy of FuzzFlesh and all scripts and
instructions required to reproduce our results.

1 See Section 2.2 for further detail on decompiler problem categorisation.
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2 Background

In this section we explain the necessary prerequisites for understanding the CFG-based
program generation approach. Further related work is described in Section 7.

2.1 Decompilation
Decompilers are available for many languages [5, 30, 50, 29]. In general, decompilers are “best
effort”: they may detect and reject low-level programs that are overly complex. Even when
decompilation is attempted, decompilers typically cannot produce code that is syntactically
identical to the original source code [16, 64]. Nevertheless, in order to be useful, decompilers
must be free from serious errors. In particular, when a decompiler does deem a given low-level
program in scope for decompilation, the high-level program that the decompiler emits must
respect the semantics of the low-level program.

Decompilation involves several phases that reverse the compilation process. Implement-
ations vary, but the general approach is as follows [13]. First, the executable binary is
lifted to an intermediate representation (IR) using a process similar to disassembly. Next,
the CFG, variables, and types are recovered from the IR. Further phases of recovery may
take place, notably control flow structure recovery that recovers high-level syntactic control
flow structures from the CFG (e.g. if/else, for, while and do-while in C-like languages).
Other optimisations such as dead code elimination and variable renaming may be performed.
Finally, code generation outputs a decompiled program in the source code language.

All phases of decompilation are challenging because information is irretrievably lost during
compilation, including variable names (unless debug information has been inserted by the
compiler), types, and high-level programming abstractions. Control flow structure recovery
is particularly important and has been much researched. Early structuring algorithms
attempt to match node configurations against a codified set of high-level schema [6]. However,
this technique struggles when it encounters unexpected configurations. As a fallback, a
decompiler may handle such cases by using goto statements. However, the use of goto can
lead to code that is difficult to read, and many high-level languages (notably Java) do not
feature an unrestricted goto statement or similar. Alternative structuring algorithms can
be used to attempt to eliminate [65, 25] or minimise [4] the need for goto statements, but
correctly implementing these algorithms is technically challenging. Control flow recovery
becomes difficult when the program’s control flow graph features irreducible structures [2] –
cycles in the graph that have multiple entry points – but the target language does not
support arbitrary goto statements, because irreducible control flow does not map naturally
to structured programming language constructs.

2.2 Decompiler bug categories
Two categories of decompiler problems are unequivocally bugs:

Decompiler crash: The decompiler fails to produce a program in the target language,
and crashes, hangs, or otherwise fails ungracefully.
Misdecompilation: The decompiler produces a program in the target language that can
be successfully recompiled, but it is semantically inconsistent with the original program.

Two other categories of problems are sometimes, but not always, indicative of bugs:
Refusal to decompile: The decompiler refuses to produce a program in the target
language, failing gracefully with an error message. This may be indicative of a bug in the
decompiler, but alternatively may be because the input program does not fall within the
scope of programs the decompiler aims to handle.

ECOOP 2025



13:6 FuzzFlesh: Randomised Testing of Decompilers

Figure 2 Example CFG generated by FuzzFlesh with directions [0] and expected output [A,C].

Recompilation failure: The decompiler produces a program in the target language
that cannot be successfully recompiled, due to syntax or typing problems. Whether
such problems constitute decompiler bugs depends on whether the decompiler has been
designed to produce code that is expected to be directly recompilable.

Our approach aims to find misdecompilation bugs, which are of prime interest because
they may mislead users. As a by-product, our approach has the potential to find decompiler
crash bugs, which may be frustrating for users but are less serious than misdecompilations.
It can also find “refusal to decompile” issues that may be useful to decompiler developers in
understanding and assessing the limits of their tools.

While some works address the detection of recompilation failures [71], this is not our
focus because many decompilers do not aim to produce code that is directly recompilable. A
distinction exists between semantically correct and recompilable code: the decompiler output
may be semantically correct in that it is an accurate representation of the original code,
but it may need significant formatting adjustments in order to recompile without errors.
For example, Ghidra [50] sometimes excludes function declarations or necessary #include
statements. This does not pose a problem for the typical user who visually analyses the
decompiled output. We therefore do not include this category of failure because it conflates
bugs and expected limitations of the decompiler.2

3 CFG-based Program Generation and the FuzzFlesh Tool

We now describe our CFG-based program generation approach in detail and explain how we
have put it into practice in the FuzzFlesh tool.

We start with an overview of how the approach works using an example graph that was
able to identify a misdecompilation bug in CFR [5], a tool that decompiles Java bytecode
into Java source code. We then provide further details of each component of the approach.

CFG-based program generation involves randomly generating CFG skeleton data struc-
tures and then “fleshing” them into programs in a target low-level language. Figure 2 shows
an example CFG that might be generated. Each node represents a basic block in the low-level
program that will ultimately be generated, and each edge represents a jump in the control
flow between two nodes. The outgoing edges of a node are numbered with consecutive
integers starting from 0. A CFG has a single entry point, in this case node A.

A path through the CFG is also randomly chosen, and a corresponding sequence of edge
labels is determined; we call this sequence the directions that must be taken for the path to
be followed. For example, suppose the path [A, C] through the CFG of Figure 2 was chosen.
The directions sequence [0] would force this path to be taken.

2 We do automatically apply minor fixes to programs to support recompilability, which are discussed in
Section 4. We do not report these issues as bugs.
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1 test_program () {
2 int [] directions = {0};
3 int [] actual_output ;
4
5 int dir_index = 0;
6 int out_index = 0;
7
8
9 block_A :

10 actual_output [ out_index ++] = 0;
11 switch ( directions [ dir_index ++]) {
12 case 0: goto block_C ;
13 case 1: goto block_B ;
14 case 2: goto block_D ;
15 }

16 block_B :
17 actual_output [ out_index ++] = 1;
18 switch ( directions [ dir_index ++]) {
19 case 0: goto block_D ;
20 case 1: goto block_B ;
21 case 2 : goto block_C ;
22 }
23
24 block_C :
25 actual_output [ out_index ++] = 2;
26 return ;
27
28 block_D :
29 actual_output [ out_index ++] = 3;
30 return ;
31 }

Figure 3 Example pseudocode corresponding to the CFG in Figure 2.

From a (CFG, path) pair, (G, p), a concrete low-level program and program input are
synthesised, where the program input is the sequence of directions associated with p. The
program is designed to (a) consume the directions and follow the corresponding control flow
path, and (b) output the sequence of nodes that is traversed during execution. Therefore, on
execution, the program should output the path p.

The synthesised low-level program is then decompiled and recompiled, and executed on
the input, and a check is performed to confirm that the program output does indeed indicate
that the required path was followed. If not, a misdecompilation has occurred and can be
investigated.3 The comparison of the expected and actual path forms the test oracle, which
is self-contained within every test case.

Returning to the example of Figure 2, Figure 3 shows C-like pseudocode illustrating how
the graph can be fleshed into a program. The actual output is recorded at each node in
the actual_output array. The directions array is read from every time that a conditional
jump is encountered. The target language of the flesher depends on the toolchain under test.

When configured to target Java, our FuzzFlesh tool generates a textual Java bytecode
program for this example, which is converted to a class file using the Jasmin assembler [47].
FuzzFlesh uses CFR to decompile the program, uses javac to recompile it, and executes it on
the input [0], which should force the path [A, C] to be followed. The actual output indicated
that the path [A, B, C] had been followed: the bytecode program had been misdecompiled.
We have reported this issue to the CFR developers.

An attractive feature of CFG-based program generation is that it is easy to retarget
for various low-level languages. For example, the graph- and path-generation parts of our
FuzzFlesh implementation are entirely language-independent. The only language-specific
work that is required is the straightforward logic to flesh a (CFG, path) pair into a low-level
program. The tool is thereby able to test a range of decompilers for various languages.

In practice, FuzzFlesh generates larger and more complex CFGs than the one shown in
Figure 2. Once a potential bug is identified, FuzzFlesh reduces the program to a manageable
size by performing a series of operations on the CFG data structure and then re-fleshing it
into a (smaller) program.

3 Is is theoretically possible that the problem could actually be a compiler bug introduced during the
recompilation process, but this has not occurred in practice in our experience.

ECOOP 2025
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We now provide further detail on how we have realised each component of CFG-based
program generation in FuzzFlesh. Section 3.1 and Section 3.2 set out the CFG and path
generation approaches. Section 3.3 describes how these CFGs and paths are fleshed into
programs. Section 3.4 explains the test oracle used to identify potential misdecompilations.
Finally, Section 3.5 describes the CFG-based program reducer.

3.1 Graph generation

The aim of the graph generator is to create a CFG that can be used as the basis for a
program. It generates graphs using a set of user-configurable input parameters including a
random seed. Each graph is randomly generated from scratch; there is no initial corpus of
graphs. The output is a directed graph data structure that contains nodes and directed edges.
The generated graphs must be a valid basis for programs, which is achieved by ensuring
that they meet a set of conditions. First, there must exist a single entry point to the graph;
second, there must exist at least one path from the entry node to an exit node: a node
with no successors. All target languages (x86-64, Java bytecode, and .NET assembly) allow
irreducible control flow (see Section 2.1), which means we do not impose further restrictions
on the shape of the graphs, although other target languages that do not support arbitrary
control flow (such as WebAssembly) would require additional checks. This issue is discussed
further in Section 4.2. Disconnected graphs are valid programs, providing there is only one
entry point in the graph. The disconnected region can be considered “dead” code that the
decompiler may eliminate.

The graph generator in FuzzFlesh grows a graph of a parameterised target size using a
breadth-first algorithm adapted from Krapivsky and Redner [35]. Starting with the root,
the generation algorithm adds a random number of successors nodes. It continues to add
a random number of successor nodes to each existing node until the target graph size is
reached. This constructs a wide tree graph that contains a path from the entry node to
at least one exit node, but does not have any jumps beyond immediate child nodes. To
enhance the graph shape, we add edges to a randomly chosen number of nodes in the graph.
A proportion of these additional edges jump backwards to a direct ancestor of the current
node, which introduce cycles into the CFG so that important program constructs such as
loops are represented. Finally, additional exit nodes are optionally added to a randomly
selected sample of nodes in the graph. This reduces the likelihood that a path will become
stuck in a part of the graph that has no naturally-occurring exit nodes due to the back edge
annotations.

We also implemented an alternative graph-generation algorithm adapted from Erdős and
Rényi [19]. This graph generator creates a set of nodes according to a graph size parameter
and randomly connects them via directed edges. A single node is randomly selected as the
root node. In addition, exit nodes are randomly added. In practice we found that this
method generates graphs with many disconnected components and short paths, and we found
it to be ineffective at triggering bugs in practice, so do not discuss it further.

FuzzFlesh has been designed in a modular fashion so that other graph generation ap-
proaches would be straightforward to integrate. For example, one could mine existing
programs for interesting control flow graphs and using these as the basis for fuzzing; this is
an area for future work.

This stage of the toolchain is entirely language-independent.
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3.2 Path generation
The FuzzFlesh path generator performs a random traversal of each generated CFG. It records
the sequence of nodes visited on the path, and the sequence of directions that will force
this path to be followed. Multiple paths can be generated for each graph, and they can be
configured by a maximum length input parameter. Once this length is reached, the path
generation algorithm identifies the shortest path to an exit node and adds this to the path.
FuzzFlesh does not attempt to cover all paths through the CFG. Instead, a user-configurable
number of paths through each CFG are selected at random.

This stage of the toolchain is also language-independent: paths are a data structure
containing the path and the directions array.

3.3 Program fleshing
At this stage, FuzzFlesh becomes language-specific. The inputs to the flesher component
are a graph data structure and a path. The output is a program in a particular low-level
language, ready to be decompiled. By construction, the output program will write the IDs
of each node visited at runtime to an actual output array. The contents of this output array
can be compared with the expected output from the path to provide the test oracle.

Program fleshing involves traversing the CFG and fleshing each node based on its
characteristics. As described in Section 3.1, the CFG is constructed as an abstract graph
(i.e. not in a low-level language format) and fleshing provides a direct mapping between
CFG nodes and appropriate low-level language operations. First, the start of the program
is fleshed with the necessary code to begin the program, including the declaration of the
function and data structures for the directions and output arrays. Next, the flesher traverses
the CFG and fleshes each node with code that records the node ID in the output array so
that the actual path taken through the program at runtime is recorded. In addition, the
flesher checks the number of children that each node has and fleshes it with an appropriate
basic control instruction such as goto, if/else, or switch. Exit nodes with no children
contain a return instruction. We do not include more complex language features in order
to ensure that the resulting program is simple enough to be decompiled and subsequently
recompiled.

During the fleshing stage, the directions array corresponding to the expected path can
be configured to be statically unknown or known. This provides respectively less or more
information about the program to the decompiler under test.

If the directions are statically unknown, then the directions array is passed to the test
case function at runtime as a parameter from the wrapper program. In this case, the test
case is fleshed to accept the directions array and read directions from it, but these directions
are not known at decompile-time. This creates a program in which every node in the graph
is potentially dynamically reachable at runtime, given suitable inputs.

Alternatively, the directions array can be hard-coded into the function during the fleshing
step. In this case, the directions are known to the decompiler.

These approaches may result in different decompilation heuristics. The overall impact on
the decompiler is unclear: providing more information to the decompiler by hard-coding the
directions could make the program easier to decompile. However, as discussed in Section 4.1,
in some cases we generate programs in a high-level language such as C and use a compiler to
generate the low-level program (rather than directly generating the low-level program). In
this setting, statically-known directions can be used to perform optimisations at compile-time.
The resulting optimised binary may have a more complicated and less easily recoverable

ECOOP 2025
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structure. Alternatively, compiler optimisations may have greatly simplified the program,
which could result in more straightforward decompilation. To maximise diversity during
testing, we generate the low-level programs using a range of compiler optimisation levels.

3.4 Test oracle evaluation
Each program generated by FuzzFlesh contains a built-in self-checking test oracle in the form
of the expected output. A test harness performs the testing process and evaluates the test
oracle to determine whether the test has failed. The testing process for decompilers is as
follows:
1. Decompile: We use the decompiler under test to decompile the program to a target

source code. At this stage, the decompiler may crash or fail and throw an exception if it
encounters code that it is unable to process.

2. Recompile: If the decompilation was able to produce a source program, we recompile
the resulting program.

3. Execute: Finally, we execute the de- and recompiled program. If the actual output recor-
ded by the program at runtime differs from the expected output, then a misdecompilation
bug is flagged for investigation.

3.5 Test case reduction
Once a possible bug is found, FuzzFlesh reduces the bug-triggering test case to a manageable
size in order to pinpoint the source of the error. We have designed a custom automated test
case reducer to make the simplification and triage of bug-triggering test cases easier. Most
of the reduction is done at the language-independent graph and path level, which means
that it can be reused across multiple languages. The reducer performs the following types of
operation on a (CFG, path) pair:

Merge nodes: Two nodes n1 and n2 are merged together into a single node n′ so that
the total number of nodes in the graph is reduced by one. Any inwards edge to n1 or n2
becomes an inward edge to n′, and similarly for any outwards edge. If either of the nodes
was on the path, then the path and associated directions are also updated. Node merge
operations must ensure that at least one exit node is retained so that the program does
not become non-terminating.
Remove edges: Edges are removed from the graph. If an edge is on the path, then the
path and directions are also updated.

After each operation, the (CFG, path) pair are re-fleshed into a program. If compiling,
decompiling, and recompiling still trigger the same bug, then the program is saved and
reduced further. Otherwise, the updated program is discarded and a different reduction
operation is attempted.

4 Decompilers under test

We test three Java decompilers: CFR [5], FernFlower [30], and JADX [32], the popular binary
decompiler Ghidra [50], and the C# decompiler ILSpy [29]. We selected these decompilers
because they are relatively well established and currently maintained, and they have been
reviewed in previous studies [41, 43, 71]. Although it is considered in prior work we did
not include the decompiler RetDec because it describes itself as in “limited maintenance
mode” and only has one commit in the past six months [3]. We also do not consider the
angr decompiler [57] because we found that extensive engineering effort is required to allow
outputs from angr to be recompiled.
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Table 1 summarises the key characteristics of these decompilers, which we now discuss in
more detail.

Table 1 Decompilers under test.

Name Input Target CFG recovery

CFR Java bytecode Java Pattern-matching
FernFlower Java bytecode Java Tarjan’s algorithm
JADX Java bytecode Java Pattern-matching
Ghidra Binary C Tarjan’s algorithm
ILSpy .NET assembly C# Pattern-matching

4.1 Binary decompilers
Ghidra [50] is an open-source reverse engineering tool that allows users to perform a range of
analyses on compiled code. We specifically test the decompiler configuration that decompiles
x86-64 machine code to C. Rather than directly generating machine code, FuzzFlesh instead
fleshes graphs into C programs, which are then compiled to machine code using gcc with a
randomly chosen optimisation level. Ghidra disassembles and decompiles these programs to
C code. It uses Tarjan’s algorithm for identifying strongly connected graph components [58]
for control flow recovery. The output programs can typically be re-compiled and executed.
Some minimal adjustments are occasionally required. For example, Ghidra output often
includes a function call to __stack_chk_fail() to indicate that there may be an issue with
the decompilation process, but it does not define this function and so the program fails to
recompile. This adjustment is easily automatable: we simply insert a line into the decompiled
program: void __stack_chk_fail(){ return; }, which allows the program to recompile
and execute without errors or warnings. Based on our experience, Ghidra tends to insert
such calls frequently even within programs that it otherwise appears to have decompiled
correctly, which indicates a degree of over-caution. In the case that the __stack_chk_fail()
call relates to a genuine problem with the decompiled code, our test oracle should identify
the decompilation as incorrect since the program output will be altered.

4.2 Java decompilers
FernFlower [30], CFR [5], and JADX [32] are open-source decompilers that decompile Java
bytecode class files to Java source code. CFR and JADX use pattern-matching control
flow recovery algorithms that are supplemented by heuristics (for example in the handling
of switch statements). FernFlower uses some pattern-matching for code generation but,
similarly to Ghidra, also makes use of Tarjan’s algorithm (see Section 4.1). It was the
first Java decompiler that specifically aimed to be able to deobfuscate code, and it includes
modules specifically for restructuring control flow that is not representable in Java.

FuzzFlesh generates test programs in textual Java bytecode, which are converted to binary
Java class files using Jasmin [47]. We generate Java bytecode rather than Java because it
allows more expressive control flow. Specifically, Java does not allow irreducible control
flow [23, Section 2.2.6] (see Section 2.1). However, Java bytecode does allow irreducible
control flow; the bytecode instruction set [51] includes an unrestricted goto command that
can be used to transfer control to anywhere in the program. This difference in restrictions
allows compilers that generate bytecode to perform optimisations that introduce irreducible
control flow.
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It is possible that some Java bytecode programs do not have a corresponding representation
in Java due to differences in restrictions between the languages. In this case, it is expected
that a bytecode decompiler will gracefully refuse to decompile the program. Nevertheless,
since decompilers can be used for security purposes to inspect potentially malicious class files,
it is desirable for bytecode decompilers to be as capable as possible in decompiling atypical
bytecode. At a minimum, the decompiler should provide an informative error message stating
which part of the bytecode it was unable to process.

4.3 C# decompilers
ILSpy [29] is an open source .NET decompiler that decompiles programs expressed in the
.NET intermediate representation, Common Intermediate Language (CIL) to C#. Unlike
the Java decompilers, it does not have to convert irreducible control flow to a reducible
graph because C# supports irreducible control flow via a goto statement. FuzzFlesh has
two modes for targeting CIL: one in which CIL code is generated directly, and another where
C# programs are generated, and then compiled into CIL using the .NET C# compiler csc.

C# programs are typically compiled to CIL, which is then JIT-compiled using the .NET
runtime on Windows and Linux or the mono runtime on Mac OS. The intermediate CIL
programs are not usually optimised ahead of runtime, and there are no options to do so in
.NET or mono. ILSpy decompiles these programs and returns a corresponding C# program.

ILSpy does not apply algorithms to remove or reduce goto statements. This means that
the decompiler output is often very long and consists mainly of gotos rather than other
control flow structures.

5 Evaluation: Bugs found

In this section we answer research questions RQ1 and RQ2 set out in Section 1 and recapped
below. In Section 6 we further evaluate FuzzFlesh in comparison to other decompiler testing
tools to answer the remaining research questions.
RQ1 How effective is FuzzFlesh at identifying decompiler bugs? (Section 5.1)
RQ2 How does the efficacy of FuzzFlesh vary across languages and decompiler toolchains?

(Section 5.2)

5.1 RQ1: Effectiveness of FuzzFlesh for bug-finding
We tested five decompilers, which are described in detail in Section 4 and summarised in
Table 1. FuzzFlesh identified 12 bugs in total, comprising six misdecompilation bugs and
six decompiler failures. Details of these bugs are provided in Table 2. The bugs were found
across a total of four decompilers, which target two different low- to high-level language pairs.
At the time of writing, eight bugs have been confirmed and six fixed by developers. We label
each bug as “M” to denote a misdecompilation, or “R” to denote a refusal to decompile
that we deemed to be likely to be in-scope for the decompiler in question, in line with our
definitions of bug types in Section 2.

Most bugs are related to control flow restructuring. The bugs can be grouped into themes:
cycle bugs, switch bugs, and Java-specific irreducible control flow bugs.

5.1.1 Cycles
At a low level, all program cycles are implemented via branch instructions. The control flow
recovery algorithm must translate these to high-level looping constructs, potentially resorting
to the use of goto statements if these are supported by the target high-level language. As
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Table 2 List of decompilation bugs found (GitHub issues are hyperlinked to the bug ID)
Type M = misdecompilation, Type R = refusal to decompile.

ID Decompiler Type Description Fixed

G1 Ghidra M Missing jump table entry ✓

G2 Ghidra M Incorrect counter increment ✓

G3 Ghidra M Counter array incorrectly sized
G4 Ghidra M Locals instead of array
G5 Ghidra R Incorrect switch decompilation ✓

C1 CFR M Missing switch case
C2 CFR R Nested switch ✓

C3 CFR R Irreducible control flow cannot be restructured ✓

F1 FernFlower M Incorrect infinite loop
F2 FernFlower R Irreducible control flow cannot be restructured
J1 JADX R Code restructure failure ✓

J2 JADX R Unreachable block

discussed in Section 2, some decompilers use advanced recovery algorithms that aim to
minimise or completely avoid the use of goto, but can be hard to implement correctly.
FuzzFlesh found several bugs related to incorrect decompilation of cycles.

As an example, Figure 4 shows a CFG and path that generated by FuzzFlesh that
triggered a bug in FernFlower after being fleshed into Java bytecode; this is issue F1 in
Table 2. The path is shown by solid edges, while other off-path edges are shown by dotted
lines. Figure 5 shows the CFG and path corresponding to the Java program that was emitted
by FernFlower. The decompiler output contains an infinite loop: FernFlower attempted to
form the code into a while structure but did not correctly determine how the termination
should occur.

Other cycle-related bugs included misdecompilations of loop-control variables by Ghidra.

Figure 4 CFG and path of original program. Figure 5 CFG and path of program decom-
piled by FernFlower containing an infinite loop.

5.1.2 Switch statements

Three bugs were related to the decompilation of switch statements. Figures 6a and 6b
show an example of a switch misdecompilation by Ghidra. The original program contains a
jump table with five distinct instruction addresses (lines 3–7 of Figure 6a). However, the
decompiled code only contains four switch cases (lines 3–6 of Figure 6b): there should be
another case for the value 0. The problem was caused by an issue in the algorithm that
reconstructs loops, which did not correctly handle the existence of a self-edge. This has been
fixed by the Ghidra developers in response to our bug report [36].
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1 switchD_001000b9 :: switchdataD_0010018c
2
3 0010018 c d4 fe ff ff uint FFFFFED4h
4 00100190 98 ff ff ff uint FFFFFF98h
5 00100194 db ff ff ff uint FFFFFFDBh
6 00100198 51 ff ff ff uint FFFFFE51h
7 0010019 c 76 ff ff ff uint FFFFFE76h
8

(a) Original jump table.

1 void test(int* p_1 , int* p_2) {
2 switch (p_2[ local_2 ]){
3 case 1: goto block_D ; ...
4 case 2: goto block_E ; ...
5 case 3: goto block_I ; ...
6 case 4: goto block_F ; ...
7 }
8

(b) Decompiled switch statement.

Figure 6 Illustration of a bug in Ghidra related to switch statements (issue G1 of Table 2).
The jump table contains five entries, but only four of these are captured by switch cases in the
decompiled code.

5.1.3 Java-specific irreducible control flow

As discussed in Section 4.2, Java bytecode allows irreducible control flow while Java does
not. This means that decompilers must structure any irreducible control flow to produce
valid Java. Irreducible control flow can be converted to reducible control flow using several
techniques [8]. We found a number of bugs relating to this conversion process. These bugs
are particularly interesting because they are unlikely to be found by program generation
approaches that do not specifically aim to create unusual control flow structures.

An example of an irreducible CFG produced by FuzzFlesh is shown in Figure 7. This
formed the basis for a program that caused a decompiler failure in FernFlower, which we
reported in issue F2. Feedback in the discussion thread for the issue indicates that FernFlower
should be able to handle simple cases of irreducible control flow such as this one. Indeed, the
removal of any edge, node or statement from the CFG resulted in a program that FernFlower
was able to decompile, even those still containing irreducible control flow.

Figure 7 CFG that triggered a decompiler failure bug in FernFlower (issue F2 of Table 2).

5.2 RQ2: Efficacy of FuzzFlesh across languages and decompiler
toolchains

FuzzFlesh found bugs in binary and Java decompilers but was not successful at finding bugs
in C# decompilers. This is likely to be because CIL is fairly high level (unlike machine code),
C# allows unrestricted control flow (unlike Java), and ILSpy does not appear to attempt to
minimise the number of goto statements in the output code.

FuzzFlesh is not able to test decompilers whose output requires extensive engineering
effort to recompile, for example angr [57].

https://youtrack.jetbrains.com/issue/IDEA-331720
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6 Evaluation: Comparison to other approaches

In this section we answer research questions RQ3 and RQ4 set out in Section 1 and recapped
below by evaluating the efficacy of FuzzFlesh and its ability to exercise the control flow
recovery components of decompilers in comparison to other decompiler testing approaches.
RQ3 How thoroughly is FuzzFlesh able to test the control flow recovery components of

decompilers in comparison to other decompiler testing approaches? (Section 6.2)
RQ4 To what extent can FuzzFlesh identify bugs that are different from those identified by

other decompiler testing approaches? (Section 6.3)

6.1 Overview of decompiler testing approaches
We compare FuzzFlesh to two other tools4 that aim to test decompilers:

DecFuzzer [41], a binary decompiler fuzzer that targets open-source decompilers Ghidra
and RetDec and commercial decompilers IDA-Pro and JEB3. It uses Csmith to generate
an initial corpus of programs for de- and recompilation. Only a subset of the Csmith
grammar is used to improve the likelihood of recompilability. Mutations are applied to
any programs that successfully recompile, designed to yield programs that are equivalent
modulo inputs [37]. Comparing results between original and mutated programs then
provides a metamorphic test oracle [11].
JD-Tester [43], a Java decompiler fuzzer that targets three Java decompilers: CFR,
FernFlower, and JADX. JD-Tester uses two existing Java program generators: JavaFuzzer
and Hephaestus. Each program is compiled to a class file, decompiled by the decompiler
under test, and recompiled. The output of the original and recompiled program are
compared to find decompilation bugs.

Table 3 Overview of decompiler testing tools.

Tool Generator Decompilation scenarios Control flow
bugsbin to C class to Java CIL to C#

FuzzFlesh FuzzFlesh ✓ ✓ ✓ ✓

DecFuzzer Csmith ✓

JD-Tester JavaFuzzer /
Hephaestus

✓ ✓

Table 3 summarises the characteristics of each testing approach, and highlights two key
features of FuzzFlesh. First, FuzzFlesh covers multiple (low-level, high-level) language pairs,
while the other tools only cover a single language pair. We are not aware of any decompiler
testing tool that is able to target multiple languages. This is because of the simple nature
of program generation in FuzzFlesh. For example, FuzzFlesh devotes only 86 lines of code
to Java-specific program generation, while JavaFuzzer consists of 3,412 lines and Csmith
contains around 40,000 lines of code.5 This feature means that it is easy to add an additional
language pair to FuzzFlesh. Most of the program generation logic is language-independent,
which means it does not need to be repeated for each new language.

4 A recent paper evaluates binary decompilers using Dsmith [7], a fuzzer based on Csmith. The artifact
was released in September 2024; due to time constraints we have not included it in our evaluation.

5 Lines of code were measured using the cloc tool.
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Second, Fuzzflesh targets control flow recovery. DecFuzzer and JD-Tester programs do
contain complex control flow, however DecFuzzer is not able to find any control-flow related
bugs. A detailed comparison of the nature of bugs found by each tool is given in Section 6.3.

6.2 RQ3: Comparison of thoroughness of control flow recovery testing
Code coverage measures the proportion of the decompiler source code that is executed
(“covered”) during testing. This provides a high-level indication of the extent to which a
testing tool is exercising the decompiler. However, coverage is limited as an evaluation metric
because (a) it does not provide any information on the relative importance of different lines,
and (b) it is possible to execute code that contains a bug without actually triggering the
bug. We therefore also include a comparison of actual bugs in Section 6.3.

Table 4 summarises the aggregate line coverage of each decompiler by FuzzFlesh, JD-
Tester and DecFuzzer. The coverage is calculated by running each tool in fuzzing mode 8
hours on a 16-core 128GB RAM machine running Ubuntu 22.04. The “path known” and
“path unknown” configurations of FuzzFlesh refer to whether the directions array that guides
the path through the CFG are hard-coded into the program or passed at runtime respectively
(see Section 3.3). The “JavaFuzzer” and “Hephaestus” configurations of JD-tester refer to the
underlying Java program generator used (see Section 6.1). We report bytecode instruction
coverage for Java and line coverage for C throughout; branch coverage follows a similar
pattern but is lower for all tools (not reported here but available in the accompanying
artifact).

We summarise our main findings, before giving more specific detail on the experimental
setup and results for binary decompilers and Java decompilers in Sections 6.2.1 and 6.2.2,
respectively.

Overall, coverage of each decompiler is highest for the language-specific testing tools
JD-Tester and DecFuzzer. This is expected because they are far more syntactically expressive
than the FuzzFlesh programs. Nevertheless, despite its limited syntax, FuzzFlesh achieves
reasonable overall coverage of up to 36% of Ghidra, 31% of CFR, 42% of FernFlower, and
37% of JADX. The different FuzzFlesh generation modes generally achieve similar levels of
overall coverage, as do the different program generators used by JD-Tester.

As part of these experiments we also computed coverage data at checkpoints of 2 and
4 hours of each 8 hour fuzzing run, and found that coverage had already plateaued after 2
hours for all tools.

Table 4 Instruction coverage comparison for an 8 hour fuzzing run (%).

Testing tool

Decompiler FuzzFlesh
path known

FuzzFlesh
path unknown DecFuzzer JD-Tester

JavaFuzzer
JD-tester

Hephaestus

Ghidra 36 31 39 – –
CFR 31 30 – 53 42
FernFlower 42 41 – 55 48
JADX 37 36 – 50 44

6.2.1 Binary decompiler coverage
Ghidra is implemented in a combination of Java and C++. We restrict our coverage
comparison to the decompiler component, which is implemented entirely in C++. We use
gcov and gcovr to analyse coverage.
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DecFuzzer generates programs using Csmith. These are compiled to binaries, decompiled
using Ghidra, and recompiled. Successfully recompiled programs are used as seeds for
equivalence modulo inputs testing. DecFuzzer aims to improve the likelihood of successful
recompilation by restricting Csmith to produce only one function (besides main()), limiting
the complexity of expressions, and excluding arrays, structs, unions, pointers and various
other language features. The restricted Csmith command in full is:

csmith –no-arrays –no-structs –no-unions –no-safe-math –no-pointers
–no-longlong –max-funcs 1 –max-expr-complexity 5

As discussed further in Section 6.3.2, despite these restrictions DecFuzzer’s use of Csmith
does not lead to programs that can be successfully recompiled after decompilation by recent
versions of Ghidra.

In addition to overall coverage, we compare the unique coverage of each testing tool.
Table 5 shows that FuzzFlesh is able to cover around 12,700 lines within Ghidra that
DecFuzzer programs are not able to cover. In particular, FuzzFlesh covers parts of the control
flow restructuring algorithms (within block.cc) that DecFuzzer does not cover.

Table 5 Unique line coverage comparison for the binary decompiler Ghidra.

Lines covered by
Decompiler FuzzFlesh only DecFuzzer only Both Neither Total lines

Ghidra 12,700 6,300 12,800 39,800 71,600

6.2.2 Java decompiler coverage

We use the Jacoco code coverage tool to measure coverage of the bytecode-to-Java decompilers,
which are implemented in Java. Fuzzing mode involves program generation, compilation,
decompilation, recompilation, and test oracle evaluation. Neither of these tools requires an
initial seed corpus for test generation. We then gather the programs that were generated by
each testing tool and decompile them using versions of CFR, FernFlower, and JADX that
are instrumented with Jacoco. The motivation for separating the coverage measurement
from the previous step is that coverage instrumentation can slow program execution, which
could lead to underestimating the coverage achieved in a given time budget.

In addition to overall coverage, we also analyse the unique coverage of each tool. Although
JD-Tester achieves higher overall coverage, FuzzFlesh is able to cover some parts of each
decompiler’s code that are not covered by JD-tester. Table 6 shows the number of instructions
that are covered by only FuzzFlesh or only JD-Tester. The instructions covered by FuzzFlesh
that are not covered by JD-Tester mainly relate to control-flow recovery. For example,
FuzzFlesh covers instructions in the following classes that are not covered by JD-Tester
(non-exhaustive list):

CFR: SwitchReplacer, LoopIdentifier, JumpsIntoDoRewriter, and JoinBlocks
FernFlower: IrreducibleCFGDeobfuscator, ControlFlowGraph, SwitchStatement, Jum-
pInstruction, and DomHelper (which calculates node dominance),
JADX: BlockSplitter, BlockProcessor, FixMultiEntryLoops, SwitchInsn, and LoopRegion-
Visitor
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Table 6 Unique bytecode instruction coverage comparison for Java decompilers.

Instructions covered by

Decompiler FuzzFlesh only JD-Tester only Both Neither Total
instructions

CFR 800 35,300 51,000 79,000 166,100
FernFlower 4,700 15,900 34,900 38,300 93,800
JADX 1,300 17,100 43,400 60,400 122,200

6.3 RQ4: The kinds of bugs found by FuzzFlesh vs. other approaches
While code coverage provides a useful overview of the potential capabilities of decompiler
testing tools, it is only a proxy for the ideal fuzzer performance measurement: the potential
number of “useful” bugs that can be found [33]. In this section we evaluate the bug-finding
ability of FuzzFlesh in comparison to DecFuzzer and JD-Tester.

6.3.1 Bugs in all decompilers
FuzzFlesh is the only decompiler testing tool that we are aware of that is able to find bugs in
decompilers that target different language-pairs. In this respect it has a higher bug-finding
potential than other tools, since it can be easily extended to other languages in the future,
while DecFuzzer and JD-Tester both rely on language-specific program generators.

6.3.2 Bugs in binary decompilers
Problems with recompilability within DecFuzzer mean that we cannot perform a head-to-
head comparison of bug-finding ability. No DecFuzzer programs are recompilable using the
latest Ghidra plugin, which means that they are not able to identify misdecompilations.
DecFuzzer runs on Radare2, which is a reverse-engineering framework that uses a Ghidra
plugin for decompilation. However, multiple compiler errors occur when trying to recompile
the decompiled programs within DecFuzzer’s workflow. The errors include trivial issues such
as “unknown type name uint” but also more complex issues such as the incorrect number of
arguments to functions. Modifying DecFuzzer to support recompilability would likely require
a significant amount of engineering work to address the latest Ghidra output format. This
illustrates the difficulty of ensuring recompilability. We contacted the authors of DecFuzzer,
and they shared with us the commit used for Radare2 and their best estimate of the versions
of the Ghidra plugin, r2ghidra, and other tools that were used, however some of the original
artifacts from the paper (such as the contemporary binaries) are no longer available. It
has therefore not been possible to reconstruct a working version of the tool to perform a
direct bug-finding comparison due to incompatibilities between the historic Ghidra versions
and current binaries. The simple syntax used by FuzzFlesh means that we are less likely
to encounter this type of recompilation issues in the future, because we expect that future
versions of all tools will continue to support basic syntax.

Considering the original bugs reported to have been found by DecFuzzer [41] and the
actual bugs found by FuzzFlesh: FuzzFlesh mostly identifies control flow related bugs, while
DecFuzzer mainly identified bugs relating to type recovery and optimisations, and was not
able to find any bugs within the control flow recovery module of Ghidra or any other binary
decompiler. FuzzFlesh found a total of 6 bugs in Ghidra, at least three of which are confirmed
by developers to be directly related to control flow recovery. While the sample size is small,
this indicates that FuzzFlesh is likely to be capable of finding control flow related bugs that
DecFuzzer would not identify.
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6.3.3 Bugs in Java decompilers
JD-Tester is able to find control flow related bugs. This is because (a) the programs generated
by JD-Tester include control flow structures, and (b) decompiling bytecode to Java is easier
than decompiling machine code (for example because instructions and data are separate).
This means that more programs are recompilable than in the case of binary decompiler
testing, which enables the detection of control flow misdecompilations. However, some of the
bugs identified by FuzzFlesh are unlikely to be discoverable by JD-Tester due to the complex
control flow employed. To compare the tools directly, we evaluate whether JD-Tester is
able to find the control flow related bugs that FuzzFlesh identified in Java decompilers. We
restrict the comparison to bugs that have been fixed.

To do this, we rely on the notion of “correcting commit” used in an empirical study of
compiler testing techniques [9]: the commit in which a bug is fixed (so that the bug manifests
before the commit but not after). This is essential because otherwise, especially in the case
of misdecompilation bugs, it is not possible to directly identify which underlying bug is
triggered by a bug-inducing test program. Our evaluation works as follows:

We identify correcting commits associated with two CFR bugs and one JADX bug.
We run JD-Tester on a preceding commit (i.e. one for which we know that the bug is
present) for 2 hours and identify any failing test cases. These are potential bug-triggering
programs that could identify the bug.
We run the failing test cases on the correcting commit. If any test now passes, then we
infer that its original failure was caused by the bug. Such a test identifies the bug.

We found that none of the JD-Tester programs that failed on the preceding commit
passed on the correcting commit, indicating that none of the potential bug-triggering test
programs produced by JD-Tester were caused by these specific bugs. Although the time
budget is limited, in contrast FuzzFlesh was able to identify these bugs almost immediately.
These results suggest that JD-Tester is not able to identify some bugs that are found by
FuzzFlesh. This evaluation is based on a very small sample size of the two correcting commits
(recall that we focus here only on bugs that have been fixed), however the coverage analysis
provides supporting evidence that JD-Tester may not be able to trigger bugs in some parts
of the decompiler code. While neither of the FernFlower bugs have been fixed, one relates to
irreducible control flow restructuring. This would certainly not be detectable by JD-Tester
because its programs do not contain irreducible control flow. Similarly, the Jadx bug would
not be detectable by JD-Tester because it related to irreducible control flow restructuring.

To summarise, in prior work JD-Tester has been shown to perform well at finding a range
of bugs in Java decompilers, including some control flow bugs [41]. However, FuzzFlesh was
able to identify some previously-unknown and potentially significant bugs that JD-Tester
appears unable to find.

7 Related Work

Decompiler testing. Historically, the main evaluation metrics used to assess decompilers
were focused on readability, for example code compactness and complexity (measured by
cyclic complexity and the number of gotos in a decompiled program). In recent years there
has been an increasing focus on correctness within decompiler research [41].

As discussed in Section 6, as far as we are aware FuzzFlesh is the first random program
generator that is specifically targeted at decompilers. JD-Tester [43] uses a differential testing
approach with the pre-existing program generator JavaFuzzer [66]. It finds 62 bugs in three
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Java decompilers: CFR, FernFlower, and JADX. A vast majority of the bugs reported in
this study are decompilation failures and crashes, most of which have not been fixed by
developers. This highlights the importance of focusing on misdecompilations that are more
likely to present a serious problem to users.

DecFuzzer [41] evaluates leading commercial and open-source decompilers using the
existing program generator Csmith [68] to generate a corpus of programs. It uses equivalence
modulo inputs testing [37] to compare the performance of four binary decompilers (Ghidra [50],
RetDec [3], IDA-Pro [27] and Jeb3 [53]). They find 13 bugs, however they report that this
required “extensive manual effort” from expert security analysts.

We recently became aware of D-Helix [71], which proposes a general framework for
decompiler testing that is intended to assist developers with decompilation tasks, and
identifies 25 bugs across binary decompilers Ghidra and angr. D-Helix detects semantic
discrepancies between the binary input and the decompiled output by performing symbolic
execution on both the original binary and a recompiled decompiled output. It also includes a
debugging tool that helps to pinpoint the source of the discrepancy. In future work it would
be interesting to compare FuzzFlesh experimentally with D-Helix.

Compiler testing. We have used techniques from the wider compiler fuzzing domain. In
recent years there has been a surge of interest in randomised compiler testing techniques, for
languages such as C [68, 42, 37], Java / Java bytecode [12, 69, 62], various GPU programming
languages [38, 14, 15], Rust [56, 61], Verilog [26], as well as techniques for testing machine
learning compilers [39, 40, 44], and techniques that use large language models for randomised
compiler testing [67].

Our approach is directly inspired work on testing compilers for SPIR-V, a low level
language for GPU programming [34], in which skeleton control flow graphs generated by the
Alloy tool [31] are fleshed into executable SPIR-V programs. Our approach is somewhat
related to a compiler testing method called skeletal program enumeration where the control
flow structure of an existing program is used as the basis for generating a large set of
programs that populate this structure with different uses of program variables [70]. Other
program generation approaches include creating full programs from scratch [68, 42] and
mutating existing full programs [37, 15, 49, 38]. A comprehensive review of current state-of-
the-art compiler testing approaches is given by Chen et al. [10]. Recently, Large Language
Models (LLMs) have been used to generate programs in a range of languages based on
user prompts [63]. However, these programs are only designed to detect crash bugs due to
the difficulty of ensuring that LLM-generated programs are free from undefined behaviour
(UB). We are not aware of any other program generator targeting miscompilations or
misdecompilations that is designed to be easily extensible to other languages.

Strategies for constructing test oracles include differential testing [46, 38, 68, 42], where
the output of similar compilation systems are compared, and metamorphic testing [11, 37,
49, 38, 15], which specifies how changes in the input source code should affect the output
code produced by the compiler.

8 Conclusion and future work

CFG-based program generation is a novel decompiler testing approach that we have used
to identify 12 bugs across four decompilers covering two languages. Our implementation,
FuzzFlesh, demonstrates the feasibility of sharing a language-independent random CFG
and path generator across several different languages with a small amount of incremental
programming time.
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Areas for further work include alternative CFG and path generation algorithms. For
example, mining a corpus of graph structures from real-world programs and mutating them.
This would ensure that realistic control flow structures are included in test cases. In addition,
more sophisticated path generation algorithms could be created to ensure that each generated
CFG is well-explored. For example, repeating path cycles to ensure that loop-like behaviour
is included in the test programs.

CFG-based program generation also has the potential to be applied to find bugs in
general-purpose compilers. The self-checking nature of the test cases mean that only a single
compiler is required, and the ease of adding new languages mean that the approach could
be used for newly established compiler toolchains. It is most likely to be useful for testing
the control flow optimisation passes of compilers. However, our current implementation is
unlikely to produce programs that will detect bugs in mainstream compilers without further
work. Decompiler control flow recovery is challenging because it involves imposing structure
onto spaghetti code: the more bizarre the control flow, the more challenging decompilation
is. Compiling complex control flow has different challenges: it is permissible for a compiler
to produce spaghetti code as output, and if the control flow of the source program is too
complex then it is possible that the compiler will not attempt to optimise it. Therefore,
further work in this area could explore graph generation approaches that may be more likely
to find bugs in compilers. For example, graphs could be generated in a way that will be
sufficiently complex to thoroughly exercise control flow optimisation compiler passes, but not
so complex that compilers will not attempt to perform optimisation.
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