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Abstract

We live in a world where energy efficiency is of increasing importance. Heat
exchanger networks form a fundamental part of bringing energy efficiency to many
industrial processes but solvers can only guarantee local optima for these models
and, due to numerical difficulties, approximations are regularly applied and are not
accounted for as problem sizes are scaled up.

In this project we turn our attention to the log mean temperature difference,
a defining function of heat exchangers but one that is often approximated and
overlooked in practice. We identify that the reciprocal of this function is a better
choice when modelling these problems and, on analysis of this function, we find that
it possesses a mathematical property: convexity. With this property we develop an
algorithm that overcomes the numerical difficulties and show that it will converge
to the global optimum. The first of its kind. We also present an implementation
of our algorithm. Our evaluation shows that we can place a significantly better
lower bound on the solution compared to existing solvers and that for certain models
convergence is quick.
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1 Introduction

1.1 Motivations

The heating and cooling of liquids is a staple part of many industrial processes. With a
present day focus on the reduction of COg emissions such as the Climate Change Act
2008 [8], the use of fossil fuels becomes a less viable option and the recycling of excess
heat is favoured.

There are many heat intensive industries in the UK including glassmaking, refineries and
food and drink however much of the energy required for industrial processes is
ultimately emitted again to the environment in the form of heat [11]. In the UK, 73% of
industrial demand is for heating [10]. The problem of wasted heat is not limited to the
UK. Figure 1.1 shows that of the 24.7 Quads' used by US industries, 4.95 Quads, about
20%, is rejected.
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Source: LLNL 2015. Data is based on DOE/EIA-0035(2015-03), March, 2014. If lhls mfnrmanon or a reproduction of it |s used, credit must be given to the Lawrence Livermore National Laboratory
and the Department of Energy, under whose auspices the work was perform electricity ts only retail electricity sales and does not include self-generation. EIA reports
consumption of renewable resources (i.e., hydro, wind, geothermal and solar) for ele(ln(lly in BTU-equivalent values by assuming a typical fossil fuel plant "heat rate." The efficiency of electricity production
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Figure 1.1: Estimated US energy use [30]

There are ways in which excess heat can be reused including
1. Heat re-use on site
2. Heat delivery over-the-fence, to another site
3. Conversion of heat to electricty

the above is ranked in order of COy abatement potential [11]. On site re-use is favoured
since it maximises abatement. We encounter heat losses in transport for over-the-fence

'1 Quad = 1.055 x 10'® joules



heat delivery with additional power requirements for pumping, efficiency issues arise for
conversion of heat to electricity. Heat exchangers form a integral part of on site re-use of
heat in industrial processes.

The heating and cooling of streams found in industry come with associated operating
costs. From a business perspective these costs should be minimised. Re-using heat from
hot processes to heat the cold processes can reduce the amount spent on external
heating and cooling, here we find that the investment into the recycling of excess heat
agrees from both a business front and a environmental front.

The problem we have is finding the optimal pairings of hot and cold streams of a given
process that allows us to minimise the running cost, this forms the study of heat
exchanger network synthesis (HENS). These problems have been studied for many years
with the introduction of the idea in 1944 [3] and early work in the field in 1965 [24]. The
idea behind the problem is easy to grasp however finding the solution is hard, this is due
to the combinatorial structure of the model. Numerical difficulties are encountered in the
solving of the model as there is a function, the log mean temperature difference (LMTD),
present that is indeterminate for certain values. Common approaches to overcoming
numerical issues are to: use suitable (non-indeterminate) approximations e.g. the Chen
approximation [5] or adding a small € to parameters to prevent the indeterminate cases
from arising [23] however both of these approaches introduce errors into the model.

1.2 Objectives

The HEN model belongs to the class of mixed integer nonlinear programs (MINLP) for
which the solvers cannot guarantee the finding of global solutions, the best we have is a
local solution which may be global but we cannot always verify this. Current approaches
also make use of approximation methods surrounding LMTD however these
approximations introduce errors which can become more significant as problem sizes
scale up.

The class of mixed integer linear programs (MILP) have solvers that can guarantee
global convergence. Our objectives are to analyse the model to create a suitable
MILP approximation and, using the robustness of the associated solvers, propose
and implement an algorithm that uses this approximation to solve the model
iteratively with a MILP solver by improving the approximation including those
involving LMTD.

1.3 Contributions

The main contributions made are:

e analysis of the HEN model with a justification for use of the reciprocal of LMTD
opposed to LMTD

e mathematical analysis of LMTD and its reciprocal classifying results relating to
bounds and shape. The significant results we prove are: concavity of LMTD and
strict convexity of its reciprocal



e proposal of a new algorithm which we show to converge to the global solution of
the HEN optimisation model proposed by Yee and Grossmann.

e an implementation of the algorithm using Python and the abstract modelling tool
Pyomo.

The mathematical results we prove and the algorithm we propose form part of a a
conference/workshop presentation, Solving MINLP with Heat Exchangers: Special
Structure Detection and Large-Scale Global Optimisation, at:

e 13" EUROPT Workshop on Advances in Continuous Optimisation? (07/2015)

e 2274 International Symposium on Mathematical Programming® (07/2015)

*nttp://wuw.ismp2015.org
Shttp://www.maths.ed.ac.uk/hall/EUROPT15/


http://www.ismp2015.org
http://www.maths.ed.ac.uk/hall/EUROPT15/




2 Background

2.1 Mathematical Analysis

In this section we will establish mathematical definitions and theorems that will be
fundamental when it comes to proving results with rigour. The definitions and theorems
presented here are common to most: analysis, calculus, linear algebra and optimisation;
text books, we recommend the following books for reference: Analysis: with an
introduction to proof, Calculus, Introduction to Linear Algebra and An Introduction to
Optimization respectively.

2.1.1 Sets

Definition 2.1.
Let Q CR™. Q is an open set if

VxeQ3dr>0st. VyeR"||[x—y||<r = ye

Definition 2.1 states that we can select a point x in our set and form a ball of non-zero
radius r that is completely contained in our set. Intervals and circles form the balls of R
and R? respectively.

Definition 2.2.
Let Q CR™. Q is a conver set if

VAE[0,1]:x,ye = Ax+(1-NyeQ

Definition 2.2 states that if we have a convex set then the line segment between any two
points contained in the set is contained in the set as shown by fig. 2.1. Convex sets play
an important role when analysing in an optimisation context as if we are in the interior
of a convex set, we can move in any direction.

(a) (b) ()

Figure 2.1: Convex sets figs. 2.1a and 2.1b and a non convex set fig. 2.1c



2.1.2 Limits and Continuity

The idea of a limit is very important in analysis of functions. We have certain functions
where the value at a given point is not obvious e.g. bmgcﬂ at z = 0. The following
definition allows us to evaluate whether the value of a function exists at a given point or
not.

Definition 2.3.
Let Q C R"™ be an open set.
The limit of f: Q >R ata € Q is L if

Ve>030>0st VxeN:0<|lx—all<d = |f(x)—L|<e
This is denoted

lim f(x) =L

X—a

Definition 2.3 says if the limit of f is L at a then we can pick any path leading to a but
not including a and as we get arbitrarily close to a the value of the function gets closer
to L. The important part of the definition is that it says that all paths lead to the same
value.

We don’t need to prove every limit from first principles as in general we can evaluate the
function directly. We require the further analysis for indeterminate values such as %.
Theorem 2.1.

Let 1,99 CR be open, f: Q1 =R and g: Qo — R. If

g S =K
Jm 9y) = L

where c1 € (), co € Qo, K and L are finite, then

i (f(@g(w)] = | @) | lm o()| = K

(z,y)—(c1,c2) r—el y—c2

We now define continuity. In the univariate case, this can be loosely defined as being
able to draw the function without having to lift our pen.

Definition 2.4.
Let 0 CR™ be an open set. f:Q — R is continuous at a € Q) if

Ve>030>0st VxeQ:|x—all<d = |f(x)— f(a)|<e

A function is called continuous over 2 if it is continuous Vx € Q.



There is a subtle difference between definition 2.3 and definition 2.4. We have that
definition 2.4 includes a in the set that we are evaluating over whereas definition 2.3
does not. This means that we have the following result

f is continuous at a = the limit of f at a is f(a)

i.e. f is defined to be equal to its limit if it is continuous

If we have a function, f, that is continuous at all points except for some xg and we can
show that the limit at xg exists and is L then adding f(x¢) = L to our definition of f
gives a continuous definition.

2.1.3 Univariate Differentiability

Differentiability is very important in the study of optimisation as derivatives
characterise the rate of change of a function. The value of the derivative of a function
can not only be used to find optimal points but it can be used to reason other properties
such as bounds on a function.

For the scope of this investigation we shall use the following theorem and the
differentiation results mentioned after.

Theorem 2.2.
Let Q C R be open and let f,g: Q — R be differentiable then we have
(f(z)g(x)) = f(x)g(z) + f(2)g'(x) (Product Rule)
@\ _ f@e) - f@d@) S
() = dao (Quotient fule]
Fg@)\ _ ,
(F52) = @) s ota) (Chain Rule)

Derivatives of common functions:

(In(2))" = —, x>0

(e®) = e, r eR
(sin(0))’ = cos(d), 0 €(0,7/2)
(cos(0))" = —sin(6), 0 € (0,7/2)

Any further derivatives we establish in this report can be found using the above results
and theorem 2.2.

In section 2.1.2, we stated that the definition of a limit allows us to evaluate
indeterminancies such as %. Proving this directly from definition can be hard, the
following theorem allows us to check for the existence of a ‘8’ limit and its value using
derivatives.

Theorem 2.3 (L’Hopital’s Rule).
Let f,q : [a,b] — R be differentiable on (a,b) and let ¢ € (a,b).



If

then

lim @ = lim f(z)
T—c g ;1;) T—C g’(;c)

The application of I’'Hopital’s rule extends further than taking one derivative as we have
that the derivatives of f and g can also be differentiable hence if f/(c) = ¢’(¢) = 0 and
both of these functions are differentiable then we can take derivatives once more and
evaluate the limit using second order derivatives. The same process can be used again if
necessary.

L’Hopital’s rule allows us to evaluate the quotient rule mentioned in theorem 2.2, if
g(c) =0 and f'(c)g(c) — f(c)g'(c) = 0.

2.1.4 Bivariate Differentiability

The definitions presented here have similar definitions for the multivariate case however
we will only be analysing bivariate functions hence, for simplicity, only bivariate
definitions are established.

Definition 2.5.
Let Q CR? and f : Q — R. The first order partial derivatives at x € 0 with respect to
z1 and xo are

respectively.
The gradient of f at x € ) is defined as

Vf(z1,22) = (;%1@1,952))

To (33‘1, 1‘2)

When taking calculating f, we treat all variables x;, j # i as constant and take a
univariate derivative with respect to variable x;. The validity of this process can be seen
by comparing the definition of a partial derivative with the definition of a univariate
derivative.

For a univariate function, the derivative (also the gradient in this case) tells us the rate
of change of a function as we increase x. The bivariate gradient V f can also be used to
tell us the rate of change of function f.



For a bivariate function f the rate of change of f along distinct directions d; and ds is
not necessarily the same.

Definition 2.6.
Let QCR?, f:R? 5 R, xe€Q,decR? and d # 0. The directional derivative of f at x
along the direction d is

OF ey — iy 10 0) = £

87d a—0 %

The directional derivative can be calculated easily if V f(x) is known as the following
can be shown

of
2(x) = dTV f(x)

If ||d|| = 1 then we define d”V f(x) as the rate of change of f along the direction d.

The above relate to the bivariate generalisations of the derivative. The bivariate
generalisation of the univariate second derivative is given by the Hessian.

Definition 2.7.
Let Q CR? and f : Q — R. The second order partial derivatives at x € 0 with respect to
x; and xj are

!
Q/E/ﬂj _ (f;i)xj , i,7 €4{1,2}

The Hessian of f at x € Q) is defined as

"

V2 f(w1,w2) = ( i (21, 72) f9/0/1x2(x17952)>

oy (T1,02) [ (21, 22)

For definition 2.7, we have that the Hessian matrix of f is symmetric if all of the second
order partial derivatives are continuous (Clairaut’s theorem or Schwarz’s theorem).

Definition 2.8.
Let Q CR? and f: Q — R. f is said to be n-times continuously differentiable on Q if it
is n-times differentiable on Q and all partial derivatives of order n are continuous.

We write f € C™ if it is n-times continuously differentiable.

We have only defined the second order partial derivatives therefore when it comes to
continuous differentiability, we will consider at most the set C2. Note that C* C C"*! i.e.
p™ order continuous differentiability does not necessarily mean that we don’t have
(p+ 1)t order continuous differentiability.

If we show that f € C? then we know we have a symmetric Hessian.



2.1.5 Matrices

The Hessian of bivariate function f is a square matrix. The Hessian of a function can
allow us to identify properties of f. The following definitions and theorem will help to
show properties of the functions we will analyse.

Definition 2.9.

A € R™" is said to be:
e positive semi-definite if xT Ax > 0, for all x € R"
e negative semi-definite if xL Ax <0, for all x € R
e positive definite if xT Ax >0, for allx € R"\ {0}

negative definite if xT Ax <0, for allx € R*\ {0}

Definition 2.10.
Let A e R™*" and 0 < k < n.

o A minor of order k, denoted Ay, is obtained by deleting: (n — k) rows of A and
(n — k) columns of A; and calculating the determinant of the underlying k x k
matriz.

o Ay is principal if the set of deleted row indices is equal to the set of column indices.

o The leading principal minor of A of order k, denoted Dy, is the minor of order k
obtained by deleting the last (n — k) rows and the last (n — k) columns.

Theorem 2.4.
Let A € R™™ be symmetric and Dy, be the associated leading principal minor of order k.
Then A is:

e Positive definite <= Dy >0, foralll<k<n

o Negative definite <= (=1)*Dy >0, foralll<k<n

2.1.6 Convex Functions

Convex functions are very important in optimisation as their presence in a model can
make finding a minimiser easier due to their structure. We will use the properties of
convex functions to justify an approximation.

Definition 2.11.
Let Q CR™ be a convex set and let f: ) — R.
f is convex if

Vx,y € VA€ [0,1]: f(Ax+ (1= Ny) S Af(x) + (1= A)f(y)
f s strictly convex if

Vx,y e QVA€ [0, 1], x#y: fOx+ (1 —=Ny) < Af(x)+ (1 =N f(y)

10



f is concave if (—f) is convex

f is strictly concave if (—f) is strictly convex

Since a concave function is the negation of a convex function, a general result for a
convex function gives a general result for a concave function. Inituitively we can identify
convex functions by inspecting their graphs. As the name suggests, there is a relation
between a convex function and a convex set.

Definition 2.12.
Let Q CR™ and let f: Q — R. The epigraph of [ is the set of points on or above its
graph defined as

epi f = { (xl,...,xn,y)T ‘ xeQyueR,y> f(x)}

Theorem 2.5.
Let  CR"™ be a convex set and f: Q2 — R.

f is conver <= epif is a convex set

(a) (b) (c)

Figure 2.2: Graphs of convex functions figs. 2.2a and 2.2b, a non convex function fig. 2.2c
and their epigraphs

Theorem 2.6.
Let f1, fa, ..., fn be convex functions, defined on a convex set Q@ C R™ then

f(x) = max{fi(x), f2(%), ..., fn(¥)}

s convex over )

Theorem 2.7.
Let Q C R™ be an open convex set, f:Q — R and f € C! then f is convex on  if and
only if for all x,y € Q)

fy) 2 f(x) + V) (y —x)

11



f s strictly convex if and only if for all X,y € Q, x #y

fy) > fx) + V)" (y —x)

Proposition 2.1.
Let (I,u) C R be a convex set, f: (l,u) >R, f €C? and a € Q.
If f satisfies the following two conditions

f'(a)=0
Ve e (lbu): |z—al >0 = f"(z)>0

then

Vee (lLbu): |z—al >0 = f(x)> f(a)

Theorem 2.8.
Let Q C R™ be an open conver set, f:Q — R and f € C2. If for all x € Q, V2 f(x) is:

e positive semi-definite then f is convex on 2
e negative semi-definite then f is concave on )
e positive definite then f is strictly convexr on )

e negative definite then f is strictly concave on €}

Theorem 2.7 relates a continuously differentiable convex function to its gradient stating
that any tangent hyperplane will be less than or equal to the function.

Theorem 2.8 relates a twice continuous differentiable convex function to its Hessian. The
result here is useful as we have an alternative approach to proving convexity, which can
be hard to prove directly from definition.

2.2 Optimisation

We provide an overview of many fundamental optimisation concepts, we recommend the
following text books for reference: Nonlinear and Mized-Integer Optimization:
Fundamentals and Applications and An Introduction to Optimization.

When we optimise a model we are looking to find an optimal value of some objective
function f over a set 2.

2.2.1 Models

There are many ways in which we can define an optimisation model. In general, an
optimisation model is specified by:

e an objective function f : R — R

12



e a vector of variables x € R"
e a set of inequality constraints g(x) < 0 where g : R" — R?
e a set of equality constraints h(x) = 0 where h : R” — R™

We have stated above that x € R™ however the constraints that we place may define a
subset.

Optimisation problems can have multiple equivalent formulations however
transformations allow us to create a standard form.
Given a general optimisation model we have the following equivalent forms

e max f(x) = — min — f(x)

e g(x) > k= h(x) <0, where h(x) =k — g(x)

Definition 2.13.
Letx e R, f:R" - R, h: R" - R™, ¢g: R" — RP.

min f(x)
s.t.

h(x) =0

9(x) <0

We define the above as the standard form of an optimisation problem

2.2.2 Continuous Optimisation

Definition 2.13 makes no assumptions about the nature of the functions f, g and h.
Continuous optimisation is the study of optimisation problems consisting of: a
continuous objective function and continuous constraints. i.e. f, g and h are continuous.

In the class of continuous optimisation problems, we get convex optimisation problems.
A convex optimisation problem is given by definition 2.13 where f, g and h are all
convex. This is a special case of continuous optimisation as we have that any local
minimiser of the optimisation problem is a global minimiser.

We also get nonconvex continuous problems, this is where any of f, g or h are nonconvex.
These problems can have many local optima and proving that an optimal solution is the
global solution can be very hard. Being continuous, we can make use of properties of the
gradient.

If we can reformulate the problem as a convex or series of convex problems through
approximations or partitioning of the domain, finding a solution can be easier. This
approach increases the complexity of the problem.

2.2.3 Mixed Integer Programs (MIPs)

A mixed integer program (MIP) is an optimisation problem in which we place integrality
constraints on a subset of the variables, i.e. these variables belong to a discrete set.
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First we formally define a mixed integer program
Definition 2.14.
LetxeR", ZTC{1,2,...,n}, f[:R*" >R, h: R" - R™, g: R" — RP.

min f(x)
s.t.

h(x)=0

g(x) <0
v, €4, Yiel

We define the above as a mized integer program

Definition 2.14 differs from definition 2.13 by adding a restriction on the feasible space
where a set of variables are restricted to the integers.

We can split the class of mixed integer programs into: mixed integer linear programs
(MILPs) and mixed integer nonlinear programs (MINLPs).

A MILP is an optimisation problem that has a linear objective function and all
constraints are linear. The linearities in a MILP allow us to formulate it in an
alternative, more informative, form to that of definition 2.14 using matrix notation.

Definition 2.15.
Letx,c e R", T C{1,2,....,n}, A R™" beR™
min ¢’ x
s.t.
Ax <b
v, €L, Yiel

We define the above as a mized integer linear program

A MINLP is an optimisation problem in which there exists nonlinearities in the cost
function or any of the constraints. Definition 2.14 gives the general formulation of a
MINLP.

2.2.4 Modelling Techniques in Integer Programming
Binary Variables

Definition 2.16.
z is a binary variable if the only values it can take are in { 0,1}

Binary variables are very important concepts in MIPs as they allow us to represent
choice and existence mathematically.
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For example, assume that we have a model in which we have n options each with cost ¢;
i€ {1,..,n} and we are only allowed to make one choice. We can model this using
binary variables. We formulate the model as

n
min g Ci- %
i=1

s.t.

n
Zzi:1
i=1
ze{0,1},ie{l,..,n}

In the above formulation we add the summation constraint, this says that our binary
variables sum to 1 but they can only be 0 or 1 hence only one binary variable equals 1,
characterising only being able to choose one option. We also have that there is a cost on
with each choice, the objective summation gives the correct value as all other non active
binary variable are equal to 0.

Binary variables have some meaning associated with them and we use this to form our
constraints. While binary variables are a powerful tool they come with a lot of overhead.
The above model can be solved by testing every binary variable and checking the
solution, an exhaustive approach. This is what a search for a solution can become. Any
practically applicable model will have a lot of binary variables and we may not have any
restrictions placed on them e.g. no constraints like 3 z; = 1, making them independent
of each other.

The introduction of binary variables create discontinuities in a model therefore reasoning
the switching of binary variables based on the continuous functions is not an easy task.
In general, finding a solution becomes a combinatorial problem and while there are
methods to improve our search, they may not succeed in doing so, in this case we reduce
to the exhaustive approach which can lead to a large number of separate cases e.g. A
MIP with 15 binary variables that are independent of each other results in 25 = 32768
combinations, each of which correspond to a different problem. Since binary variables
cause us to search branches of a tree without necessarily providing a guarantee of
reaching the global solution on the current branch, binary variables are the bottleneck in
finding global optima.

Big-M Constraints

The assignment of z = 0 to a binary variable usually means that the object we associate
with the binary variable is inactive. There are still associated constraints in the model
that we want to ensure are feasible as the actual values applied to the constraints are
irrelevant under the assignment of z = 0. Here big-M constraints are used and they take
the form

g9(x) < M(1 - 2)

where M is chosen so that we always have g(x) < M. Naturally the use of big-M
constraints require an upper bound on g.
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2.2.5 Solving MIPs

The naive approach to solving would be to check every possible combination of integer
values and solve the underlying continuous problem. In the worst case a solver will do
this. A common way in which trees are searched in mixed integer optimisation is the
branch and bound method.

The branch and bound method uses relaxation which where a discrete variable is
allowed to become continuous.

Definition 2.17.
Let x € Z be an integer variable bounded from below and above by I and u respectively.
We relax the variable x by letting x € R and |l < x <wu

For example, we make the following transformation

Integrality constraint: z; € {1,2,3,4,5}

Relaxed constraint: z; € [1, 5]

The branch and bound process is given by:

1. Relax integer variables and solve - if this is infeasible so is the original problem
since the relaxed formulation includes the original formulation.

2. In the relaxed optimal solution, if there is a non integral value for an integer
variable, x;, say ¢ solve two subproblems with the added constraints [ < z; < [c|
and [c| < z; < u respectively. (Branching)

3. Solve subproblems using the same proces

If a feasible solution is found in a branch this solution is compared with the best optimal
value (initially co) and the lower is kept as the best solution. If we find an infeasible
solution that has a value that is greater than the optimal value, we know that on
branching the solution will only get worst therefore we no longer search and discard the
branch this is called pruning. Pruning is what allows us to find a solution in less time.

The process mentioned above is an overview of the process and there are further
improvements that are made to the algorithm such as selecting the ‘best’ variable to
branch on.

Problems with MINLPs

When we relax the problem or fix a set of integer variables we have a continuous
problem to solve. If we have a linear problem then it can be solved using the simplex
method [6]. If we have a nonlinear problem and it is convex then a local solution is a
global solution. Issues are encountered when the problem is nonconvex this is given by
having nonconvexities in the objective or any of the constraints e.g. x - y is nonconvex.
A solver cannot always guarantee convergence to a global optimum only a local one.
This is a problem as there can be a significant difference between the global optimum
and a local optimum.
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When we solve these problems, we want to find the global optimum however the current
methods in MINLP solvers are not always able to provide this. One the other hand,
MILP solvers can guarantee convergence to a global solution and robust MILP solvers
exist. For this reason, a MILP approximation of a MINLP may find a better solution. A
MILP approximation for a MINLP is given by all nonlinearities of the MINLP being
replaced by linear approximations. We do introduce errors through reformulation into a
MILP but tighter approximations can allow us to represent the MINLP better and
therefore converge to the global solution.

2.2.6 Approximations

Sometimes an approximation to a function is easier to work with than the function itself.
for example we have that

e a convex MINLP is easier to solve than a nonconvex MINLP therefore we may
make convex approximations to the nonconvex functions

e a function may have indeterminacies over the feasible space therefore an
approximation without this property may prove to be a better choice to avoid
‘NaN’ errors

Approximations to functions come with an approximation error which affects the
solution we find. There are many different kinds of approximations including;:

1. piecewise linear functions - this is where we partition the domain and use a linear
approximation for each partition

2. outer approximation - this is used for a convex function where we approximate f
with f with f < f

3. convex hull - this is where we model the function as a convex set and allow the
value of the function to be in the set, an example of a convex hull is given by the
McCormick hull discussed in section 2.2.9

Error reduction can prove to be hard when we approximate functions however we get
special cases that make it easier to reason how the error reduces as we improve our
approximation these are under and over estimators.

Definition 2.18.
Let QCR"™, f: Q=R and f € C. We call an estimator, f, for f a

e over estimator if f(x) > f(x) for all x € Q

e under estimator if f(x) < f(x) for all x € Q

2.2.7 Piecewise Linear Functions

A piecewise linear approximation for a univariate function f is formed by selecting a set
of breakpoints and approximating the function by using the line segments between
consecutive breakpoints. This idea can be extended to a bivariate function where line
segments become triangles.
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x

Figure 2.3: A piecewise linear function (dashed) with the original function (solid). Break
points are indicated by the points

As fig. 2.3 shows, a piecewise linear function can have a different definition depending on
which interval we are in. Binary variables are a natural fit when it comes to modelling
piecewise linear functions as we want to model the fact that we are in a specific interval.

We will show how a univariate piecewise linear function is modelled and then extend
this to the bivariate case.

There are a number of ways in which we can model a univariate piecewise linear
function, we define the convex combination method as we will present the bivariate form
of this method. The formulations and diagrams given here are similar to those presented
by Geifller et al.

Definition 2.19.
Letx; e R", i € {1,...,m}. A convex combination of vectors x; is the vector x such that

m
X = Z )\ixi
=1

=1
i=1
Ai >0, Vz’e{l,...,m}

m

The convex combination method for creating a piecewise linear function, f , for
f:[l,u] — R over a set of ordered breakpoints { zg,x1, ...,z } is formed by introducing
binary variables z;, i € { 1,...,n } and adding the constraints

Tr = Z)\ixi, Z)\Z = 1, A Z 0 (2.1)
=0 =0

fa) = > Nif () 22)



Xy x Ti+1

Figure 2.4: How the values of f compare with the values of f in interval i

Ao < 21
V’L'G{l,...,n—l}l )\igzi—kziﬂ
A < 2p (2.3)

n
ZZZ' S 1
i=1

Figure 2.4 shows how a univariate piecewise linear approximation is constructed with
respect to the function f. A piecewise approximation always gives intermediate values
that are inside the endpoints but as we see from the figure this property is not
necessarily a property of the function. A piecewise approximation is always correct at
the breakpoints. In the formulation, we assign interval ¢ with variable z; if z; is active
then we are in interval ¢. We can only ever be in a single interval by the summation in
eq. (2.3). The remaining constraints of eq. (2.3) allow the correct A; to vary thereby
ensuring that our piecewise function does look something like fig. 2.3.

Piecewise linear functions are extended to the bivariate case using triangles opposed to
lines. The definitions and formulations presented here have been adapted from an
equivalent multivariate definition [17].

Definition 2.20.
Let D C R? be a compact set. A continuous bivariate function ¢ : D — R is called
piecewise linear if it can be written in the form

o(x) =ps(x) forxeS VSeS

with affine functions ¢g for a finite set of triangles S that partitions D

Before we define the constraints that form the bivariate piecewise linear function we
define:

e S, the set of triangles that partition D
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n = |S|, the number of triangles

V(T) = {IOT,EF{,@T }, the set of vertices of triangle T

V(S) = {f‘f, TS } = Upes V(T'), the entire set of vertices of S
® 21,..., 2y, binary variables to decide which triangle we are in

A piecewise linear approximation f for bivariate function f using the convex
combination method is given by

T = i )\jf}s, Z)\] = 1, )\j >0 (2.4)
j=1 j=1
fla) =3 N f@@s) (2.5)
j=1
A < > zi, j=1,..m (2.6)

<1 (2.7)

Equations (2.4) and (2.5) are analogous to the univariate case, we take a convex
combination of the vertices of the active triangle to form x, this same convex
combination is applied to the function evaluated at the vertices of the same triangle. A
vertex can be associated with more than one triangle as shown by fig. 2.5¢ where the
central vertex is a member of all triangles.

A piecewise linear function is an over estimator for a convex function and an under
estimator for a concave function. Geifiler et al. showed the following

Proposition 2.2.
If f is convex over S, then €,(f,S) can be obtained by solving a convex optimisation
problem. If f is concave over S, then e,(f,S) =0 holds.

In proposition 2.2, S is the set over which we have defined f and ¢, is the maximum
over approximation error between a piecewise linear approximation, ¢ (for f) and
convex function f. This proposition clearly shows that a piecewise linear approximation
can have a over estimation error therefore any piecewise linear approximation can
partially over approximate f. Negating everything in proposition 2.2, tells us that the
maximum underapproximation error, €,, is 0 for a convex function therefore a piecewise
linear approximation is always an overestimator. Similar reasoning shows that a
piecewise linear approximation is always an underestimator for a concave function.
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Figure 2.5: A bivariate function, a piecewise linear function for it and the partitioning
used to generate the piecewise function, each diamond in fig. 2.5b is two triangles

2.2.8 QOuter Approximations

An outer approximation [18] is applicable to a convex/concave function and can be seen
as the opposite of a piecewise linear approximation for these functions. An outer
approximation needn’t be linear however we will treat all outer approximations as linear.

We form an outer approximation for a convex function using linear supports.

Definition 2.21.
A linear support for a convex function f at the point xq is a linear function f with the
properties

fx) > f(x), ¥x#xo
f

A

Definition 2.21 implies that epi f C epi f.

An outer approximation is created by taking the maximum of a set of linear support
functions.
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(a) A set of linear support functions and the (b) The outer approximation generated by the
function they support linear support functions

Figure 2.6: Linear support functions and the outer approximation they generate

Definition 2.22.
Let f1, fo, ..., fn be linear support functions for convex function f. We define an outer
approzimation, f, for f as

F o) = max { f1(x), fo(x), e ful) }

In fig. 2.6, the linear support functions are generated by taking tangent hyperplanes.
This is how we always generate an outer approximation for a convex function. This
result is simply theorem 2.7, although we do require f € C' to apply this.

The use of an outer approximation does not necessarily have to use binary variables. If
we assume that the structure of the model requires for the result of convex function f to
be minimised. We can model f as a series of > constraints allowing for the result to be
in the epigraph of the outer approximation but since we are trying to minimise, the
result will always be on the boundary of the epigraph i.e. on one of the hyperplanes.

2.2.9 Bilinearities

As mentioned in section 2.2.2, a non-convex continuous problem can make finding the
global solution hard. This property extends to MINLPs since if we have an efficient way
to try all integer combinations in the mixed integer formulation the resulting non-convex
problem can be hard to solve.

There are many types of non-convexities that we can encounter in optimisation, the
non-convexity we will encounter is bilinearities.

Definition 2.23.
Let o) < x < xy and y; <y < yu. We say that [ : [z, 2] X [y1, yu] = R is a bilinear
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function if

fle,y)=b-z-y

for somebe R, b>0
For simiplicity we have assumed that b > 0 in definition 2.23.

A bilinear term has a simple definition but it can be shown to be neither convex nor
concave everywhere. We overcome this non-convexity by introducing the McCormick
hull [31, 27] in its place.

Let x and y be as defined in definition 2.23, the McCormick hull is defined by its

e convex envelope (under estimator)

b-max{y - c+x - Y—2 Y, Yu T+ Ty Y— Ty Yu} (2.8)

e concave envelope (over estimator)
b-min{y, c+x Y —T Yu, Y T+ Ty Y — Ty, - Y1 } (2.9)
We relax the bilinear terms by allowing the result to be a member of a set of points, we

introduce the variable z to replace the bilinear occurrences. The McCormick relaxation
is added to an optimisation model by adding the following constraints

22b(y-x+ay—xY) (2.10)
220y T+ Ty Y — T Yu) (2.11)
2<b(yu-c+x-Yy—T1 Yu) (2.12)
2<b(y- v+ Ty Y —Tu-y1) (2.13)

all occurrences of b - x - y are then replaced by z.

This formulation is indeed a relaxation as it includes the values that b -z - y can take.
We have that the boundary set by eq. (2.8) is represented by egs. (2.10) and (2.11) the
correctness can be easily reasoned, if we assume that the right hand side of eq. (2.10) is
larger than the right hand side of eq. (2.11) then we have that eq. (2.8) is equal to the
right hand side of eq. (2.10) and z has to be larger than the right hand side of eq. (2.10)
showing that z is bounded by the McCormick hull. Reasoning the other cases is similar.
The McCormick envelopes and hull are shown by fig. 2.7.

Use of the McCormick hull introduces an error, Androulakis, Maranas, and Floudas
showed that this error is bounded with upper bound equal to

‘b‘ . (g — $l)4(yu =)

the maximal error occurs when z and y are equal to their midpoints.
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(a) A bilinear function where the domain is
square over the same intervals (b) The McCormick concave envelope of fig. 2.7a

(¢) The McCormick convex envelope of fig. 2.7a (d) The McCormick hull of fig. 2.7a

Figure 2.7: A bilinear function, its McCormick over and under estimators and its
McCormick hull. All of these figures are viewed from the same orientation.

2.2.10 Cutting Plane Methods

A cutting plane method is the process of converging to the solution of a MIP by adding
linear constraints that tighten the feasible set by ‘cutting’ part of it off while retaining
all integral solutions. The process was introduced by Gomory to be used in the context
of integer programs but has since evolved for use with convex MINLPs as discussed by
Belotti et al.

We will adapt the cutting plane method to solve a non-convex MINLP. By making
suitable relaxations, a non-convex MINLP can be estimated by a convex MINLP if it
can be shown that the addition of a cut doesn’t remove any feasible solutions we can
add the cutting contraint without the need to add any additional binary variables
(which would increase the size of the search tree).
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2.3 Heat Exchanger Networks
2.3.1 Heat Exchangers

Here we simply state the formulas we use. For derivations and further reading we
recommend Fundamentals of Heat and Mass Transfer.

Wherever there exists a temperature difference between two mediums, heat transfer
must occur. This simple property sits at the heart of heat exchangers.

Definition 2.24.
A heat exchanger is a device that transfers heat from one liquid to another without
allowing them to mix.

Heat exchangers have a number of applications including: household fridges and the
cooling of liquids in industrial plants. The design of heat exchangers varies however for
the purpose of this investigation the types of heat exchangers considered are those that
are used in industry. A typical heat exchanger in industry would be able to handle high
temperatures e.g. 1034°C in case study 04 run by Escobar and Trierweiler.

2.3.2 Calculating Heat Transfer

When working with heat exchangers, the following formula is used to calculate the total
heat transfer rate, q.

q=U-A AT mTD (2.14)
In the above:
e ¢ is the total heat transfer rate [ kW]
e U is the overall heat transfer coefficient | kW/m?K |
e A is the surface area over which the heat exchange takes place [ m? ]

e ATryrp is the log mean temperature difference [°C or °K]|

2.3.3 Log Mean Temperature Difference

In a heat exchanger, the change in temperature of a given stream does not generally
follow a linear trend. This property is characterised by ATryrp [26].

ATy - ATy
ATLMTD N ln(ATl) - IH(ATQ)
ATy - AT,

In (4%)
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2.3.4 Heat Exchanger Networks

A heat exchanger network (HEN) is a collection of heat exchangers that operate over a
number of hot and cold streams to cool and heat the streams respectively.

For industrial applications, the scenario of a single hot stream and single cold stream
does not occur. Generally there are several hot and cold streams therefore networks of
heat exchangers are used to make use of the residual heat that would be otherwise
wasted. For example an industrial HEN can have 22 hot streams and 17 cold streams as
shown in case study 05 run by Escobar and Trierweiler.

140 90
I
N\
70 50
)
130 i 90
/
200 40kW 100
I
/
100kW

Figure 2.8: An example of how a heat exchanger network with two heat exchangers may
look

2.4 Modelling a Heat Exchanger Network

The model formulation being used is formulated in appendix B and is identical to the
model proposed by Yee and Grossmann. This formulation models the network in stages.
At each stage, a potential match between a hot stream and cold stream is sought. The
model includes hot and cold utilities which are used if no further matches between
streams can be found and a stream still requires heating/cooling. The model is a
non-convex MINLP.

2.4.1 Model Properties
The only integer variables we encouter in this model are binary variables, each of which
corresponds to the existence of a heat exchanger.
The heat exchanger model has the following nonlinearities:
e bilinear constraints to model energy balances
e bilinear constraints to calculate the area of a heat exchanger
e log mean temperature difference calculations
e concave functions in the objective function

The model is non-convex because of the bilinear constraints.
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The log mean temperature also has a set of indeterminacies, these are found when
ATy = ATs, direct evaluation gives
ATy — ATy 0

In(ATy) —In(ATy) 0

this can cause numerical issues when given to a solver, making the task of finding a
solution even harder.

The area of a heat exchanger is calculated as in eq. (2.14) but with A as the subject.
Therefore the constraints we have take the form

A=q Ul (ATpyrp) ™!

The objective function, TAC, is the total annual cost of the running the heat exchanger
network therefore it is a minimisation problem. The variables that contribute to TAC
are

® Geuis Qhuj - the heat loads for the cold and hot utilities respectively. This represents
the amount of external energy we require in order to get the streams to their
respective outlet temperatures

® Zijks Zcui» Zhuj - the binary variables representing the existence of heat exchanger, a
heat exchanger has an associated fixed cost

® Ak, Acuis Anyj - the area of the heat exchangers, these are all raised to 3 where
B € (0,1]. These are the functions that give the objective its concave shape

2.4.2 Related Work

Heat exchanger network synthesis (HENS) has been studied for many years with the
first mentions of the term occurring in 1944 [3]. Furman and Sahinidis reviewed the
contributions over the 20" century categorising solution methods to:

1. Sequential Synthesis - These methods divide the problem into subproblems to
reduce the computational requirements. The problems are solved in order of
decreasing significant rules based on heuristic rules. Generally achieved by
satisfying: the minimum utility usage, the minimum number of exchangers and
the minimum cost of the network.

2. Simultaneous Synthesis - The idea here is to find the optimal network without the
need to split the problem. These methods are primarily in the MINLP domain
and it is a simultaneous synthesis model that we use.

Escobar and Trierweiler compared sequential synthesis and simultaneous synthesis
approaches to HEN synthesis, the models used were

e LP Transshipment Model, MILP Transshipment Model [34], NLP Superstructure
Model [15] - a sequential synthesis method designed to first minimise the utility
cost (LP transshipment model) followed by minimising the the number of matches
(MILP transshipment model) and then minimising the investment cost (NLP
superstructure model)
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e MINLP Hyperstructure Model [7] - a simultaneous synthesis model built from the
transshipment and superstructure models mentioned above

e MINLP SYNHEAT Model [40] - a simultaneous synthesis model (the model we
use) that simplifies a HEN design by modelling the exchanger in stages

Of the 5 case studies chosen, the simultaneous synthesis approaches were collectively
better than the sequential synthesis approach.

Our approach to solving the model will be associated with the log mean temperature
difference. In the above approaches, to avoid numerical difficulties, the Chen
approximation to the log mean temperature difference was used.

The Chen approximation [5] to the log mean temperature difference is given by

1
x+y>3
2

ATcuen(z,y) = (95 Y

the Chen approximation can be shown to correctly approximate LMTD when x =y
(analysis of LMTD at x = y shows that the limit does exist).

It is quite common to see the Chen approximation used in place of LMTD as
e there are no indeterminacies over the domain used
e the error is small around z = y where solutions do tend to settle

e the relative error can be shown to be small [5] for common values of = and y that
appear in HEN synthesis

e while there are other approximations such as the Paterson approximation [35] the
Chen approximation has an element of simplicity while still being able to
accurately estimate LMTD

Huang, Al-mutairi, and Karimi proposed two alternative approaches to avoid the
numerical difficulties that come with LMTD, these are

1. rewrite the LMTD constraint as

dtu
dtij = dtijpsr + LMT Dy, - In | == (2.15)
dtijit1

1
LMTDyji < 3 (dtiji + dfijis) (2.16)

2. rewrite the LMTD constraint as

dt;;
W) (2.17)

LMTDijk = (dtijk: — dtijk+1 + E) /111 ( di.
ijk+1

The first approach ensures that we don’t encounter numerical errors through the

reformulation of the constraint, eq. (2.15), and enforcing bounds, eq. (2.16), ensures that

the value of LMT D;jj, is correct when dt;j, = dt;jrp+1. These reformulations do increase

the number of constraints which could otherwise be moved into the objective.
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The second approach gives LMT D;jj, = dt;;, when dt;j, = dt;;jp11 for small e although
errors are introduced into the model.

2.5 Optimisation Tools
2.5.1 Solvers

For this investigation we will be using the Gurobi MILP solver [21]. Gurobi is a leading
MILP solver used by many companies.

There are other solvers available such as

o CPLEX [25]
o XPRESS [39]
e CBC [9]

The choice of Gurobi was made due to its robustness and speed which is shown by the
benchmarking tests [28] run by Mittelmann, from these results Gurobi can be shown to
be among the top 3 MILP solvers.

2.5.2 Algebraic Modelling

Mathematical models are presented in an algebraic form so that they can be analysed
generally. This abstraction is applied to modelling software where the concrete instances
of a model specified by the parameters are separated from the abstract model.

For this investigation Pyomo [22] was used to create the algebraic model. Pyomo is an
open source set of optimisation tools and libraries built on the programming language

Python. Hart, Watson, and Woodruff discuss the design and implementation choices of
Pyomo, these form the basis for choosing Pyomo over similar alternatives (e.g. GAMS

or AMPL) for this investigation including

e leveraging a modern programming language - Python has a set of libraries that
can be used to easily pipeline solver results and manipulate them as we need such
as the matplotlib library for plotting results

e documentation - Python is well documented making it easy to learn and to allow
for others to easily build upon the model we create.
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3 Analysis

3.1 Overview

In this section, we analyse the nonlinearities in the model, with extensive analysis of the
reciprocal of the log mean temperature difference (LMTD). The reciprocal of LMTD is
analysed here as we identify that, under the structure of the model, it is better to
approximate this function opposed to LMTD. A similar analysis for LMTD has been
done, this is presented in appendix C. Some of the results presented here can be derived
from proofs given by Zavala-Rio, Femat, and Santiesteban-Cos, we present an
alternative proof. The proofs we present were derived prior to finding the proofs given
by Zavala-Rio, Femat, and Santiesteban-Cos.

Throughout this section we make use of the auxilary variable w defined as

T
w = —

3.2 Nonlinearities in the Model

We want to create a MILP approximation to the HEN model. To do this we need to be
able to form linear approximations of all of the nonlinearities in the model. The
nonlinearities are:

e the heat load bilinearities

e LMTD

e the area bilinearities

e the nonlinear concave functions in the objective

The heat load bilinearities are defined by variables for which the bound is known. These
can easily be relaxed to form the McCormick hull.

The nonlinear concave functions take the form
AB
where 0 < 8 < 1.

This function can be modelled using a piecewise linear function however to do so we
need to calculate the bounds. The lower bound is known to be 0 therefore we only need
to calculate the upper bound, this does involve LMTD. Hence to calculate the upper
bound for the area, we need to classify the bounds for LMTD.

The cross sectional area for a heat exchanger is calculated by:
A=q- U (AToyrp) ™

where

e ¢ is the total heat transfer rate | kW]
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e U is the overall heat transfer coefficient | kW/m?K |
e A is the surface area over which the heat exchange takes place [ m? ]
o ATpyp is the log mean temperature difference | °C']

but we are not simply modelling a single heat exchanger therefore, in the model, the
area constraints take the form

Aiit = Gijh (h;l + h;l) JLMT Dy, i€ HP,j € CPk e ST
Acui = qeus (B + hGly ) JLMT Dy, i HP
A = ahaj (h5+ higly ) JLMT Dy, jecp

where
e i, 7 and k represent a hot stream, a cold stream and a stage respectively.
e h;,hj,hoy and hyy are constants, the sums involving these make U.

As this constraint is bilinear, we will relax it using the McCormick hull however to do so
we need to classify the bounds of ¢ and LMTD. Since ¢ is calculated from the heat load
bilinearities, we will know the bounds on the variable. We need further analysis for the
log mean temperature difference.

In the area constraints, the bilinear part is

1
4 (LMTD)

since we are going to divide by LMTD, the error in our approximation will be cascaded
into the model by an additional layer. To minimise the cascades of errors, a better
function to approximate would be the reciprocal of LMTD. This will be the function
that we analyse and approximate.

The structure of the model states that the area be as small as possible (since the
objective function increases as the area increases), this means that the reciprocal of
LMTD should be as small as possible. We see from Figure 3.1 that the reciprocal of
LMTD has a shape that looks convex (where defined, the epigraph looks convex), we
will not only prove that this is true but we will use this to form a suitable
approximation. We will also classify the bounds of the function as this will be required
to form a McCormick relaxation for the area constraints.

3.3 Reciprocal of LMTD: Function Definition

We begin by defining the reciprocal of LMTD, for simplicity we will use the label m
when referring the function.

First we define the following set, the domain of m.

§ ={ @y |2y>02+y}
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Figure 3.1: The reciprocal of LMTD, m

The reciprocal of LMTD, m : §* — R is defined as

m(z,y) = pra—

We also define the gradient and Hessian of m, the derivations for these functions is
presented in appendix G.

The gradient of m, Vm : §* — R? is defined as

B 1 1—In(w)—w!
Vm(l’,y)—_(x_y)2 ( 14 In(w) —w >

The Hessian of m, V?m : §* — R?*2 is defined as

1 2ln(w) + 4wt —w?2 -3 w-—w't-2In(w)
2
Vim (z,y) = —— <

(z —y) w—w"! —2In (w) 21n (w) — 4w +w? + 3

3.3.1 Indeterminate Evaluations

We have not defined m, Vm and V?m over

S’:{(t,t)T(t>0}
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this is because when attempt to directly evaluate these functions we get an
indeterminate form, e.g. for m we get the following:

Let (c,c)T €

m(c,c) = = = — (3.1)

We get a similar result for all of the elements of Vm and V2m when they are evaluated
over 5.

Equation (3.1) does not mean that the limit of m over S” does not exist, it means that
we require further analysis. It is here that we begin our analysis of m.

3.4 The Limits of the Reciprocal of LMTD

We will prove that the limits of m, Vm and V?m over the set

$={(@y"|zy>0}
do exist and we will state their values.

This is done by analysing S’ as the function and its derivatives are well defined and
continuous over S*.

Figure 3.1 shows the indeterminate set of points. Intuitively, we establish that the limit
appears to exist as the defined values of m seem to converge to the same point as we
approach (c,c)”, ¢ > 0, we will show this rigourously.

Evaluating the limit

lim m(z,y
(zy)T=(c,0)T (.9)

is a problem as the definition of a limit states that we must prove the limiting value is
the same when approached from any direction. The sequence

(+1 +1>T eN\ {0}
c n,c " , n

gives a valid path on which we cannot evaluate the limit, hence this approach cannot be
used.

3.4.1 Polar Coordinates

Polar coordinates allow us to model the function using magnitude and angle as
parameters. Representing the function in polar form sees the entire indeterminate set of
points from the cartesian system collapse to a single angle in the polar system as shown
by fig. 3.2.

We redefine m in terms of polar coordinates, this is done by making the following
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Figure 3.2: m viewed as a heat map in the x, y plane

transformations:
x — rcos(d) (3.2
y — rsin(0) (3.3
bt o
where
r= \/ﬂfQi-i-y2

6 = arctan <£>
T

Under these transformations the analogues of S, S* and S’ in the polar coordinate

system are (respectively)

Sro = { (r,0)"
fo={ o)
Lo={ )T

r>QO<0<g}
T ™
0,0<0<—=,0+#—
r>0,0< <2,7A4}
™
0=—
r >0, 4}
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The limit we will show (via the polar coordinate system) is:

(z,9)" = (c,0)"

this equates to

6 — arctan (c) = arctan (1) = Z
c

roVee+2=cv2=r,.

where ¢ > 0
Hence the polar limit is

3.4.2 Evaluation of the Limit

We will now evaluate the limit this will be done by making use of theorems 2.1 and 2.3.

Polar Representation of m

We derive the polar representation of m by making the transformations defined by
egs. (3.2) to (3.4)

m™% (r,0) = m (r cos(f), r sin(6))
_ In(cot(8))
rcos(f) — rsin(f)
cos(f) — sin(6)
) q1(0)
q2(0)

= p(r)

p(r) is clearly well defined for all r > 0.

The function Z;Ezg is well defined except possibly for

i
9=17

On inspection we find that the 6 parametrised parts of m at 7 evaluates to a fraction of
the form %, this is where we shall use theorem 2.3.

In eq. (3.5), we see that the resulting polar representations give a set of separable
functions parametrised by independent variables, r and 6, this is where we shall use
theorem 2.1.

Evaluation of the Derivatives
The derivation of the following derivatives can be found in appendix I.

36



We begin our analysis with g2(6) as this function indicates how many derivatives we will

require from ¢ () if a limit is to exist i.e. we continue to take derivatives until the first
non-zero is found.

42("/4) = cos("/) — sin("/4)
1 1

V2 V2

Here we see that the only necessary requirement on ¢ is

¢1("/4) =0

On evaluation we see that this property holds.

@1("/4) = In (cot("/4))
=In(1)
=0

q1("/4) = — esc("/4) sec("/4)
= V2.2
— 9

The Limit
By theorem 2.3 we get the following results:

(1) (W) -2
@(V1) () V2 v2

Hence the limit of Z;gg; is well defined for all 6 € (0, 7).

We can now evaluate the limit of m using theorem 2.1.

. q1(0) [ . } . q(9)
lim r) - = | lim p(r lim
(r0) > re/)” ") q2(0) A p(r) 0—7/1 q2(0)
= rc_l V2
1
= .2
V2
_1
o C



But ¢ was simply the value of x (and y) hence we get the following result

1
Ve > 0, lim m(x,y) = —
(z,y) "= (c0)T ¢

Let
S:{(x,y)T’x,y>0}

The reciprocal of the log mean temperature difference, m : S — R, is defined as

1/;ra r=y
men) = (),

Using a similar process, we can evaluate the limits of Vim(x,y) and V?m(z,y), this is
presented in appendix E.

3.5 Well Defined Formulation of the Reciprocal of LMTD

Having calculated the limits of m, Vm and V?m at any indeterminate points and
showing that they exist we can define the well defined formulations for these functions.

Definition 3.1.
Let

S:{(m,y)T’x,y>0}
The reciprocal of the log mean temperature difference
m:S—R
its gradient
Vm: S — R?
and its Hessian
Vim : § — R?*2

are defined as

_ 1/3671. =Y
i) =)
T —y
-1,
v _ <]Z;>’ Y
m(@,y) = 1 (1—1n(w)—wl> v 4y
(z—y)? \ 1+In(w)—w /'
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Figure 3.3: Plots of the well defined m

1 (21

3x3<1 2)’ Y
1 2In (w) +4wt —w?2-3 w—-w!-2In(w)

(a:—y)3< w—w ! —2In (w) 21n(w)—4w+w2+3>’ Ty

Vim(z,y) =

The above definition has been shown to conform to the limits of the respective: function
definition, derived gradient and derived Hessian of m i.e. the function evaluates to its
limit for all points of its domain, we therefore conclude that

m € C?

that is: m belongs to the set of twice continuously differentiable functions.

A similar result holds for LMTD and its derivatives, presented in appendix C.

3.6 Properties of the Reciprocal of LMTD

Having a continuously differentiable definition of m over a convex domain, we now
classify some properties of the function. The continuously differentiable result is
important as it allows us to justify the use of certain methods when it comes to
linearisation.

For the following properties of m that we prove for, we can prove similar results for
LMTD, presented in appendix C.

From fig. 3.3, we can identify properties relating to: symmetry, bounds and shape.

3.6.1 Symmetry

We can see that the function is symmetric about the line y = x. A symmetric property
about its derivative can also be shown.
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Lemma 3.1.
For all (z,y)T € S

m(y,z) = m(z,y)

Vm(y,z) = <(1) é) Vm(z,y)

Proof.
The x = y cases are trivial. We only need to show the lemma for x # y

For all (z,y)T € S
In(¥/2)

m(y,z) = H
__ In(*/,)

—(z—y)
hl(x/y)

r—y
=m(z,y)

Vm(y, z) = 1 (1—1n(w1)_(w1)—1>

1+In(w™t) —w?

B 1 <1+ln(w)—w>
(g I D) —w

B 1 <1+ln(w)—w)
- (z—y)? I—In(w)—w!

The symmetric property is useful when establishing some of the other properties as
when we prove results over the set

S:{(az,y)T’x,y>0}

the symmetric nature of the function sometimes allows us to reduce our proof to either
of the sets:

st={ @y [o<y<a}
sy {(asjy)T’0<x§y}

40



the reduced sets split the original set in half as shown in fig. 3.4.

Y

>

Q

(a) The set S (b) The set ST (¢) The set SY

Figure 3.4: The sets over which we apply our analysis to m

3.6.2 Bounds

We classify the bounds of m as we will require these to form the McCormick relaxation
when formulating the area constraints. From fig. 3.3, we see a decreasing trend and
what appears to be an asymptotic approach to towards 0 as x and y increase.

Proposition 3.1.

V(z, )T € S,e#yIt>0 st mtt) <mzy)
Proof.
By lemma 3.1 we only need to show the result over S.

Let (x,9)T € ST with 2 # y. We will look at the directional derivative along the
direction d = (—1,1)7.

The directional derivative is

1 1 1—In(w) —w!
d"Vm(z,y) = ( 1 ) ' (m( L+ In(w) —w ))

= ﬁ (211(1(11})-i-w_1 —w)

We have that
1
V(xjy)TGSL,x?égh —2>0
(z —y)
hence it only acts as a scaling factor.

Let

pi(w) =2In(w) +w ™t —w
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Since z > y, w > 1, therefore we have w = e where n = In(w) > 0, this gives

n n

pa(n) =p1(e”) =2n+e " —e
n__ ,—n
-9 —9 (ee)
2
= 2n — 2sinh(n)
Taking derivatives, we get

ph(n) = 2 — 2cosh(n)
ph(n) = —2sinh(n)

This means
Vn >0, ph(n) <0

i.e. pg has a strict concave structure for all n > 0.
We also have

pQ(O) =0
P5(0) =0
Hence we find
Vn >0, p2(n) <0 (3.6)

Equation (3.6) shows us that m is strictly decreasing along the direction d,
for all (z,y)T € SL, x #y.

Moving along d decreases the value of  and increases the value of y and we have that
x > y, this implies

Ja,t>0 st (z,9)7 +ad= (1) (3.7)
By continuous differentiability of m and eq. (3.7) we conclude that
V(z,y)l e Stz £y 3t >0 st m(tt) <m(z,y)

By lemma 3.1, the result follows.

Corollary 3.1.

V(z,y)" €S, m(z,y) >0

Proof.
We have

1
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By proposition 3.1, we have that

V(z,y)T € STt >0 st m(z,y) > m(t,t) >0

Proposition 3.2.
Let (z,y)T € S.

o [f we fixy and let x vary then m(x,y) is strictly decreasing
o If we fix x and let y vary then m(x,y) is strictly decreasing
Proof.

We only need to show the first condition as the second condition follows by lemma 3.1
(The gradient result).

If we fix y = ¢ (¢ > 0), then the m becomes a univariate function of x, the derivative for
which is given by the first element of Vm.

We see that the derivative is stictly decreasing when = = ¢

1
Ve>0, ——= <0
¢ ’ 2c2

therefore we only need to show that the derivative is negative when z # ¢ as we know
that this function is continuous.

The derivative for = # c is

where we = %

Since ¢ > 0 and x > 0, we have w. = 7 > 0. We also have that x # c therefore

ﬁ > 0 so we require

-1
c

1—1In(w.) —w, <0,

We can make the following substituition

w, = e

where n = In(w.) # 0
Let

p2(n) =1 —1ln(e") — (")~

=1l—-n—e™

We will show that pa(n) < 0 for all n # 0.

Taking derivatives, we get
pa(n) =e " =1
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/!

pa(n) = —e

—n

from this we conclude
VneR, py(n) <0

This the same as saying that ps is strictly concave, therefore if a maximum exists it is
unique. If there is a maximum, p}, will evaluate to 0 at this point.

At n =0 we get the following

P5(0)
2

0
p2(0) =0

Hence p2(0) = 0 is a unique maximum which gives
pa(0) <0, ¥n#0

proving the first condition.

The second condition follows from lemma 3.1

Proposition 3.3.
Let l,u € R such that 0 <l < u

Qver the set
Spay = { @y |1 <oy <u}

the unique bounds of m are given by

min ~ m(z,y) = m(u,u) = —
u

(z,9)T €Sy,
1
max m(z,y) =m(l,1l) =~
(z,9)T €Sy, (@y) 0 l

Proof.
We show these results using proposition 3.2.

First we define the following set generator defined over Sy )

S(z,y) = { (s,t)T € Sii,u) ‘ s>, tzy}
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O \ \ \

Figure 3.5: The set S(w1,y1) w.r.t. Sy

The set S(z,y) simply gives us the points in Sii,u) whose first and second coordinate are
greater than or equal to x and y respectively as shown by fig. 3.5.

By proposition 3.2, for a given (z,y)? € S(i,u)> we have
¥(s,t)" € S(z,y), mlz,y) = m(s,1) (3.8)
We also have that (I,1)7 is the unique coordinate (x,y)? for which the following holds
S(x,y) = Sjiu
By eq. (3.8), we get
V(s,t)T € S, m(l,1) = m(s,t)

Hence the unique maximum is given by

1
max m(xz,y) =m(l,l) = -
(z,9)T €S}y (@9) . l

For the minimal value, we look at the following set

Slow = ﬂ S(‘T7 y)

(z,9)T €S )
By proposition 3.2, the following holds
V(s,t)" € Sy (2,9)" € Siow = m(s,t) > m(z,y)
It is also clear that

Slow = { (u,u)T }
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Hence we get that the unique minimum is given by

min m(x =m(u,u) = —
(z,9)TeS),u @9) () U

3.6.3 Strict Convexity

One of the most noticable features of m is its shape, we can see that the function
possesses a convex structure. We will show that m is strictly convex over its domain.

Proposition 3.4.
The reciprocal of the log mean temperature difference

m(z,y) = pr—y

1s strictly convex over the sets
51:{(:U,y)T’0<y<x}
52:{(x,y)T‘0<m<y}

Proof.

We use the substitution w = %, this means that S; and Sy can be defined as

Si={w|lw>1}
So={w|0<w<1}

The Hessian of m is

1 2Iln (w) +4wt—w2 -3 w-—w!-2n(w)
Gt

(z —y) w— w1t —2In (w) 21n (w) — 4w + w? + 3

For strict convexity, we require for V2m (z,y) to be positive definite.
Since w # 1 (z # y), V2m (x,y) is well defined.

We have that

— >0, x>y (3.9)

— <0, r <y (3.10)

Equations (3.9) and (3.10) correspond to the case of w € S; and w € Sy respectively
therefore for V2m (z,y) to be positive definite, we require that the matrix

2In (w) + 4wt —w?2 -3 w—-—w'!-2n(w)
A= DTS _ 2
w—w 21n (w) 2In (w) — 4w + w* + 3
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to be positive definite for w € S7 and negative definite for w € Ss.

We show these conditions using theorem 2.4, this means that we require for A to have
the following properties:

D, >0, w € Sy (3.11)
Dy <0, w € Sy (3.12)
Dy >0, w e S (3.13)
Dy > 0, w € Sy (3.14)

Since w > 0 we can use the following facts:

dn >0 st.w=2¢e", wE Sy
dn <0 s.t.w=2¢", w € Sy

in both cases, n = In(w).
We will begin by showing egs. (3.11) and (3.12).

Dy =dy (w) =2In(w) + 4w —w™? -3
Applying the substitution w = e”, we get

pi(n) =dy (e") =2In(e") +4e " —e 2" —3
=2 +4e " —e -3

Taking the derivatives of p1(n) we get:

Pi(n) =2 —4e™™ + 27"
pl(n) =4e™ — 4e= 2"
=4e " (1—e)
We see that
pi(n) >0, n >0

pi(n) <0, n <0

also note that p}(0) = 0 and p1(0) = 0 hence by proposition 2.1 we find that there is a
point of inflection at n = 0 giving

pi(n) >0, n>0
pi(n) <0, n<0
i.e.
Dlzdl(w)>0, w651
Dlzdl(w)<0, w € Sy

Remark: Applying proposition 2.1 to —p;(n) for n < 0 gives the required condition
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We now show egs. (3.13) and (3.14).

Let

where

We have

The first product is

a(w)c(w) =

The second product is

(2 In (w) + 4wt —w™? - 3) (2 In (w) — 4w + w? + 3)
41n (w)? — 8wln (w) 4 2w? In (w) + 6 1n (w)
+ 8w In (w) — 16ww ™! + 4w w? + 12w ™!

2% — 3w 2

— 2w 2 1In (w) + 4ww™ 2 —w
—61In (w) + 12w — 3w? — 9
41n (w)? — 8wln (w) 4+ 8w  In (w) + 2w? In (w)

— 2w % 1n (w) + 16w + 16w~ — 3w? — 3w™? — 26

b(w)? = (w —w ' —2In (w))2

=w? 4+ w2 +4In(w)* - 2ww™ ! — 4wln (w) + 4w n (w)

=w?+w?4+4n(w)? — 4w (w) + 4w n (w) — 2

Hence we get

dy (w) = a (w) ¢ (w) — b (w)?
= 41n (w)* = 8wln (w) + 8w~ ' In (w) + 2w? In (w)
— 2w 21n (w) + 16w + 16w~ — 3w? — 3w™? — 26
- (w2 +w 2 4+41In (w)? — 4wl (w) + 4w In (w) — 2)
= 4w n (w) — 4wln (w) + 2w? In (w) — 2w 1In (w)
+ 16w + 16w~ " — 4w — 4w ? — 24

Once again we shall use the substitution

w=-¢€" where n=In(w)
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This results in

p2(n) = da (e") = 4e "In (") — 4e™In (e") + 2¢* In (e") — 2¢ 2" In (&)

+ 16e" + 166" — 4e® — de" — 24

= 4ne " — 4ne" + 2ne®” — 2ne” 2"

+16e™ + 16" — 4e®™ — 4e72" — 24

e —e M €2n _ 67211
= — R — 4 - -
&n < 2 > +4n < 5 )
n —-n 2n —2n
+32 (e—&—26> _8<6+26> — 924

= 4nsinh(2n) — 8nsinh(n) + 32 cosh(n) — 8 cosh(2n) — 24
We want to show
VneR\{0} pa(n)>0 (3.15)
First notice that pa(n) is an even function

p2(—n) = 4(—n) sinh(—2n) — 8(—n) sinh(—n) + 32 cosh(—n) — 8 cosh(—2n) — 24
= 4(—n) (—sinh(2n)) — 8(—n) (—sinh(n)) + 32 cosh(n) — 8 cosh(2n) — 24
= 4nsinh(2n) — 8nsinh(n) + 32 cosh(n) — 8 cosh(2n) — 24
= pa2(n)
This means to show eq. (3.15), we only need to show
Vn>0 p(n)>0 (3.16)
We show eq. (3.16) by analysing the derivatives

ph(n) = 4sinh(2n) + 8n cosh(2n) — 8sinh(n) — 8n cosh(n) + 32sinh(n) — 16 sinh(2n)
= 8n cosh(2n) — 8n cosh(n) — 12sinh(2n) + 24 sinh(n)
py(n) = 8cosh(2n) + 16n sinh(2n) — 8 cosh(n) — 8nsinh(n) — 24 cosh(2n) + 24 cosh(n)
= 16n sinh(2n) — 8nsinh(n) — 16 cosh(2n) + 16 cosh(n)
pr)(n) = 16 sinh(2n) + 32n cosh(2n) — 8sinh(n) — 8n cosh(n) — 32sinh(2n) 4+ 16 sinh(n)
= 32n cosh(2n) — 8n cosh(n) — 16 sinh(2n) + 8sinh(n)
pgl)(n) = 32cosh(2n) + 64n sinh(2n) — 8 cosh(n) — 8nsinh(n) — 32 cosh(2n) + 8 cosh(n)
= 64nsinh(2n) — 8nsinh(n)
= 8n (8sinh(2n) — sinh(n))

Applying the identity
sinh(2n) = 2sinh(n) cosh(n)
pg4)(n) becomes

pgl) (n) = 8n (8sinh(2n) — sinh(n))
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= 8n (16 sinh(n) cosh(n) — sinh(n))
= 8nsinh(n) (16 cosh(n) — 1)

Since cosh (n) > 1 for all n we find
Vn € R, 16 cosh(n) —1>15>0
and for all n > 0, sinh (n) > 0, hence we also find
Vn > 0, 8nsinh(n) > 0
therefore we conclude
Yn > 0, p§4) (n) >0
Evaluating the other derivatives at n = 0 gives

p2(0) =4-0-sinh(2-0) — 8- 0-sinh(0) + 32 cosh(0) — 8cosh(2-0) — 24
—32-8-24
=0

p5(0) =8-0-cosh(2-0) —8-0-cosh(0) — 12sinh(2 - 0) + 24 sinh(0)
=0

p5(0) =16-0-sinh(2-0) — 8- 0 -sinh(n) — 16 cosh(2 - 0) + 16 cosh(0)
=16 —16
=0

P (0) =320 cosh(2-0) — 8- 0 cosh(0) — 16sinh(2 - 0) + 8sinh(0)

=0

Using proposition 2.1 and

we get

We can use proposition 2.1 again with

Vn >0, py(n) >0

we get

Vn >0, p2(n) > p2(0) =0
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showing eq. (3.16) and
Do >0, w € S

Do >0, w € Sy

and therefore we have shown that V?m (z,y) is positive definite.

Proposition 3.5.
The reciprocal of the log mean temperature difference
=Y

m(r,y) =
ln< )

z
Yy

is strictly convex over its entire domain, S':
T
s={@y" |zy>0}

Proof.
We have by proposition 3.4 that m is strictly convex over

Slz{(x,y)T]o<y<x}
52:{(x,y)T‘0<x<y}
and we already know that
m € C*

therefore only strict convexity over the set
S*:{(az,x)T‘x>O}

remains to be shown, we do this by analysing V?m(x,y) over S*.

For m(z,y) to be strictly convex over S*, we require for V2m(z,y) to be positive
definite over S*, this can be shown directly

VveR?\{0}, VTVZm(x,:):)V—?)lx?)-vT<? ;>v
= 3—; (21}% + 2viv9 + 211%)
= 3% (v% + 2v1v2 + U% + v% + v%)
- 37;:3 [(vl + 02)2 + v% + v%}
>0

The inequality holds as x > 0 and v # 0.
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Hence, we have shown that V?m(z,y) is positive definite over S*.

This result along with proposition 3.4 and the twice continuous differentiability property
of m shows that m(z,y) is strictly convex over S.

O]
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4 Approaches

4.1 Overview

We have a MINLP model in which nonlinearities arise from:
e bilinear constraints
e nonlinear convex functions (reciprocal of LMTD) in the constraints
e concave functions in the objective (A”)

and we want to create a MILP formulation that we can iteratively reformulate and
resolve to provide an estimated solution for the MINLP model.

We will look at two approaches to approximating the reciprocal of LMTD, m(z,y),
these are: a piecewise linear approximation and an outer approximation. We will discuss
which approach is better given the structure of the model.

4.2 Piecewise Linear Functions (PLFs)

By the strict convex property of m, we have that any piecewise linear approximation,
My, will form an over estimator for the function. As the function is bivariate, a
piecewise linear approximation means that we select a set of breakpoints and generate a
mesh of triangles (section 2.2.7). An example is shown in figs. 4.1c and 4.1d where:

e four triangles are plotted

e the selected breakpoints are symmetric about y = z to maintain the symmetry of
m

We can see that this piecewise linear approximation has a similar shape to that of m. It
is important to note that maintaining the symmetry of the function is important as we
would like to model m closely and this property is easily modelled in our approximation.
This also makes error analysis easier as we only need to reason the maximal error over
half of the domain e.g. over S” in fig. 3.4.

4.3 Outer Approximations (OAs)

By the strict convex property of m we have that any outer approximation will form an
under estimator for the function. Since all outer approximations are under estimators,
we can define M, to be the maximum of these at any given point hence M, is also an
under approximator.

We select a set of points at which we generate m, by taking the tangent to the function.
The tangent is indeed a linear support function due to the strict convex nature of the
function (proposition 3.5) and theorem 2.7. An example is shown in figs. 4.1e and 4.1f
where

e five tangents are plotted
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(a) m from orientation a (b) m from orientation b

|

\\_\\(//

(c) piecewise linear approximation from (d) piecewise linear approximation from
orientation a orientation b

(e) outer approximation from orientation @  (f) outer approximation from orientation b

Figure 4.1: Plots of: m, a piecewise linear approximation of m and a set of outer
approximations of m viewed from similar orientations: «a is looking down along the
(1,1)T direction - the ‘front’, b is looking along the (—1,1)7 direction - the ‘side’
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e to preserve symmetry, if a tangent is generated at (z,y) with = # y then a tangent
is generated at (y,x)

The similarity between the outer approximation and m is harder to see however if we
look at only the top most tangents, we see that the colours (function value) are similar
to that of the plot of m .

Once again symmetry is maintained to model the symmetric property found from m.

4.4 Comparison of the Methods

We compare the two approaches to linearising m under a simplified model. The only
expectation that we have is: the results from using PLFs should be larger than the
corresponding results from using outer approximations.

4.4.1 Simplifying the Non-LMTD Constraints

The model is simplified by relaxing any bilinearities in the model to their entire convex
hull specified by the McCormick envelopes (section 2.2.9). The bilinearities in the model
correspond to the energy balance constraints and heat exchanger area calculations. In
general we add the McCormick hull by applying the following.

Let s and ¢ be variables of the model such that s € [s;, s,] and ¢ € [t;,t,]. We
incorporate the McCormick convex hull of s -t into the model by introducing the
auxilary variable r into the model and the following constraints

r>st+ts—s1
r>Syt+tys—syty
r<sit+1tySs— sty
r<Sut+1t8— 8,1

we then replace any occurrence of s -t with r.

In the heat exchanger model, we assign the following auxiliary variables to the
respective bilinear terms, generating the McCormick hull constraints as above

H,in

bzyk — Z]ktlk

Hout

zgk fzyk ijk
Cin

b = fiiktjk

Cout

zgk fzgk ijk

and replace the associated model constraints as follows

H H H,in H,out
qijk = fijk (tik - tijk) - Qijk = bmk - bz]k
C,out C,in
qijk = fz]k ( ijk — tjk-l-l) - Qijk = bzgk o bz]k
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Model 1 Model 2 Model 3

Two Triangle Model 449135.87 INFEASIBLE 899320.95
Four Triangle Model 257821.95 710365.80 285685.84
Single Tangent Model 114118.92 594277.11 57499.24
Multiple Tangents Model 114118.92 601172.84 57595.36
Global Solutions 154895.93 634200.38 64898.23

Table 4.1: The results of the models we compared and the global solutions found for
these models

Since we are using the reciprocal of LMTD now, we replace the area constraints by
Agjt = aigi (b7 +15Y) JLMT Dy~ Ay = gijic (b + 1) RecLMTDy
Acui = qeui (h;l + h6(1]> /LMTDCU’L - A = qeui (h;1 + hé%}) RecLMTD.y;
Anj = @y (h5" + Wit ) /LMT Dij = Apaj = qug (hy* + higly ) RecLMTDyy,

where RecLMTD,; i, RecLMTD,,; and RecLMTDy,,; are the variables we use to model
the reciprocal of LMTD.

Since the area contraint is a bilinear equality we don’t need to introduce an auxilary
variable as the area variable can be used.

The model also contains a univariate nonlinear concave function in the objective
function. This is linearised by taking a single line segment between function evaluated
at the endpoints of its domain.

4.4.2 Results of the Simplified Model

Here we will compare the PLF and OA approach by under the simplified model
described in section 4.4.1.

For the piecewise linear approach we partition the domain into triangles, 7;. The
vertices are assigned the value of m that they correspond to. Any intermediate point
inside the triangle can be represented as a convex combination of the vertices. m is
estimated by taking the same convex combination of the values assigned to the vertices.
We represent being in a specfic triangle using binary variables. The ‘two triangle’ and
‘four triangle’ model were run, these are shown in figs. 4.2a and 4.2b respectively.

For the tangent approach we select a set of points in the domain and generate the
equation of the tangent at that point. We then add a > constraint per tangent point.
The structure of model dictates that m be minimised hence the value assigned to m will
be on the top most tangent (we have > constraints). We don’t need to add binary
variables for this approach. A ‘single tangent’ and ‘multiple tangents’ model were run,
these are shown in figs. 4.2b and 4.2c respectively.

From table 4.1, we see the expected result that the PLF models result in larger values
than that of the outer approximation. We also see that the results are on either side of
the global solutions.
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(a) The ‘two triangle’ PLF estimation (b) The ‘four triangle’ PLF estimation

(c) Single tangent point (d) Multiple tangent points

Figure 4.2: The locations of our piecewise linear functions (top) and our tangent locations
(bottom) to run our comparison of the two approaches

(a) The two triangle estimation (b) The four triangle estimation

Figure 4.3: The side views of the PLF estimations made

57



In both cases, we did not add any intelligent method of breakpoint/tangent selection,
the points we selected simply partition the domain equally, in the case of PLF, and are
equally spaced apart, in the case of the outer approximation. If these approaches are as
good as each other we expect to find similarities in the results, this is not the case. For
the outer approximation we see a small increase in the solutions as we add more
tangents (tighter constraints) whereas for the PLF approach we see: an infeasibilty for
the two triangle model and drastic drops in the solution as we add a small number of
breakpoints. Here we question why the PLF solutions are so different.

4.4.3 Modelling the Reciprocal of LMTD

We want our linear approximation to have similar properties to that of m, the easiest
property to incorporate is symmetry, this is done by:

e defining triangles in S*, fig. 3.4b, then choosing the reflections for the remaining
triangles when creating a PLF e.g. in fig. 4.2b, we define 77 and 73, the remaining
triangles are reflections represented by 74 and 73 respectively.

e letting our set of tangent points, G, have the following property
(z,9)" €G = (y,3)" g

when creating an outer approximation. (This process creates a symmetric
approximation by lemma 3.1). This is shown in fig. 4.2d where we have a set of
tangent points on the y = x line, these points are trivially in G, the remaining two
points are reflections of each other.

Therefore we see that a symmetric estimation can be created for both approaches.

Positivity of m is also important. A PLF approach will always result in the following
condition:

min my,(x,y) = minm(z,y) > 0

as the function value at the vertices are exact. The positivity of 7, does not necessarily
hold. A sufficient condition for positivity of m, is

(u,u)’ €@

where w is the upperbound on « and y. We can also ensure positivity by setting the
bounds in the implementation i.e. an additional constraint.

Another property that we would like to have is a convex shape, this does not always
occur for the PLF approach, it is clear from fig. 4.3a that we can construct a PLF for m
that is concave, it is also clear from fig. 4.3b that we can construct a PLF that is convex.
We can also create a PLF that is neither convex or concave as we add more breakpoints.
This creates an added layer of complexity when choosing breakpoints. For the outer
approximation, we take the maximum value of all of the linear estimates generated by
our set G, a linear function is convex therefore by theorem 2.6, the outer approximation
is convex.
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4.4.4 Advantages of the Outer Approximation

In section 4.4.3, we saw that we can model the symmetry, bounds and shape of m using
both approaches. However, the outer approximation proves to be a better choice given
the context of the other nonlinear approximations and the way in which breakpoints
would have to be generated in the PLF approach. Here we discuss some of these
advantages.

A PLF approach would have to use binary variables. On further analysis, the required
amount of binary variables may prove to be small however as the size of the model
grows, the number of potential heat exchangers increases, we have an associated m
function per heat exchanger hence the introduction of an extra stream in the model
could see a large number of binary variables introduced with it. Modelling with binary
variables should be avoided as they are the bottleneck when it comes to solving a mixed
integer program. An outer approximation does not use binary variables.

In PLFs, breakpoint generation would require a complete reformulation of our
approximation. If we simply added a breakpoint where we found our solution, we would
only make the solution better in the same location hence the model will converge on the
same solution with a better objective value. This tells us nothing about the location of
the global solution. If we want to find the global solution using the PLF approach, we
want to keep the maximum error constant across each piece to create an element of
fairness among the pieces. This means that we require a complete reformulation of the
approximation on consecutive solves hence one estimation can be completely different
from the next. If we can remove a set of triangles, we would create a speed up however
we are estimating other functions hence reasoning the rejection of a set of triangles is
hard. An outer approximation tightens the constraints hence we can get a jump to a
different solution (by different we mean a different set of active heat exchangers),
therefore adding tangents moves us closer to the global minimum without the need to
completely reformulate the approximation.

Finally, the outer approximation is a better fit given the other estimations we make. We
use the McCormick hull for the bilinearities, these form an under approximator as they
extend the feasible region. We also use a piecewise linear function (section 2.2.7) to
estimate a concave function in the objective, this is also an under approximator. Adding
the outer approximation for m makes a MILP model using the outer approximation an
under estimator of the MINLP model hence tightening any of our estimations only
increases the objective value i.e. the solution moves in one direction as we improve our
estimate. If we use PLFs we are mixing an over estimator with under estimators,
therefore we may get an under estimated solution if the PLF error is low enough with
respect to the other estimates.
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5 Implementation

5.1 Overview

Here we will present an algorithm that reformulates the MINLP heat exchanger model
(appendix B) into a MILP estimation. The algorithm has a priori partitioning to form
an outer approximation and iteratively generates cuts to converge to a solution within a
set of termination criteria. The linear approximations we make are

e McCormick relaxation for bilinearities (section 2.2.9)
e outer approximation for the reciprocal of LMTD (section 2.2.8)

e a piecewise linear approximation for the concave nonlinearities in the objective
function (section 2.2.7)

5.2 Reformulating the Model

The algorithm reformulates the MINLP model into a MILP approximation. This is then
solved multiple times with each iteration having a progressively tighter approximation.

We make references to model variables and parameters the descriptions for these can be
found in section B.1.

5.2.1 Approximating the Concave Functions

The objective function, TAC, is:

TAC = min couU Z Qewi + CHU Z Qhuj+c Z Z Z Zijk+c Z Feud

i€HP jECP icHP jeCP keST i€HP
. B B B
ted amgtad, > ) Aptad Agita ) Ay,
jecp i€HP jeCP keST i€HP jECP

of the above terms the nonlinearities are: Aiﬁjk, Afm. and Afm ; where 0 < § < 1.

These are approximated using piecewise linear functions as follows.

We will use the variable A to describe the general case. The entire model is bounded
hence we can derive bounds for the variables used. Specifically, this means that we have
that A € [0, Aypper] Where Aypper > 0 (we know that the lower bound of A is 0).

We form a n-piece PLF for A® by spliting the domain into n equal intervals. To do this
we define the constant AA

AA:M

n

We only a single interval to be active in any solution therefore we add n binary variable,
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zl-(A), to the model with the constraint
Z ng) =1
i=1

We define the respective lower and upper bounds of interval ¢ as

AP = AAG—1)

(2

AY) Z A4

)

To ensure that A stays inside interval i by defining the following lower and upper
bounds respectively

and adding the constraint

Finally, we want to calculate the estimated value of A%. To do this we define gradients,

gZ(A), that we associate with interval ¢

our estimate, fl(ﬁ), is formed by adding the constraint

AO = 3o ((aD) 4 g (4 )

i=1

We have a degenerate case of 3 = 1, here our approximation is exact when n = 1 hence
we reduce the above to a single constraint:

AB) — 4

and make any other constraints feasible by default.

5.2.2 Reformulating the Bilinearities

Using the entire McCormick hull for a given bilinear term has too large an error
associated with it making it hard for us to reason correctness of a solution. We improve
our bilinear estimate by partitioning the domain of one of the variables into multiple
equally sized intervals.
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The maximum error of using the McCormick hull [1] to estimate b - x - y (b constant) is

ol

4 (xu - xl)(yu - yl) (51)

if we partition on x we have that (x, — z;) decreases and is bounded by 0 hence the
error does for an intermetediate McCormick hull decreases. This is shown by fig. 5.1
where a partitioning system captures the shape of the function more accurately.

This partitioning process described here and used in the algorithm is the nf4r scheme
for relaxing bilinear terms [20]. The presentation here is similar to the presentation
given by Misener, Thompson, and Floudas.

Here we will assume that our bilinear constraint takes the form
-y
T <x <Xy

ylgygyu

and that we are creating N partitions on the domain of x, any scalar multipliers can be
applied to the introduced constraints after formulation.

First we introduce the following constants and variables

e the interval size of all partitions, a

e binary variables, A;, i € {1,..., N }, to indicate which interval x is in
e continuous variables, Ay;, i € {1,...,N }
We define constraints to enforce that:

e only one interval ();) can be active

N
dai=1
i=1
e x must be in the active interval
N N
xl+Za(i—1)-)\i §x§x1+2a-i-)\i
i=1 i=1

We also require that Ay; be equal to (y — y;) when A; = 1 and 0 otherwise and for
Ay; € [0,y — yi]. This is captured by the following constraints [38]:

N
y=u+y Ay

=1

OSAyZ < (yu_yl))‘ia VZG{].,,N}
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(a) a bilinear plot from the front (b) a bilinear plot from the side

(¢) a single McCormick estimation from the front(d) a single McCormick estimation from the side

(e) multiple disjoint McCormick estimations (f) multiple disjoint McCormick estimations
from the front from the side

Figure 5.1: Plots of: a bilinear function, the associated McCormick hull and a set of
McCormick hulls constructed by partitioning the domain of one of the variables (the red
and cyan lines indicate the edges of the McCormick hulls)

64



We construct the McCormick convex hull of the bilinear term over the reduced interval
using the following constraints, the bilinearities in the model are then replaced by z.

N

zzx-yl—i—Z[aﬁl—i—a(i—l)]‘Ayi (5.2)
i=1
N

zzx'yu—i-Z[xl—i—a'i]-[Ayi—(yu—yl)-)\i] (5.3)
i=1
N

zgx'yl+2[xl+a-i]-Ayi (5.4)
i=1
N

p<zoyy+ Y lmtali— 1)) [Ay — (Y —u) - M (5.5)
i=1

The correctness of the above formulation can be seen by directly comparing against the
general McCormick formulation i.e. it can be shown to be equivalent to the McCormick
hull over the reduced interval.

We show equivalence for eq. (5.2):

If we assume that we are in interval k, k € { 1,..., N } then the lower bound of x is
x; + a(k — 1) = 2. We also know that Ay; = 0 for all i # k hence we get

N
sz-yl—l—Z[xl—i—a(i—l)]-Ayi
i=1

=z -y + L1k - Ay
But Ay = (y — y;) therefore we get
22wy + Tk Ayg

=z-y+ak (y—w)
=Ty +TipyY—Tik- U

which is equivalent to one of the constraints of the McCormick hull over the reduced
interval. The remaining constraints can be shown to be equivalent using similar
reasoning.

5.2.3 Reformulating the Reciprocal of LMTD

We reformulate the reciprocal of LMTD by creating an outer approximation. This can
be done easily because of the strict convex property (section 3.6.3). For a strictly convex
function we have the following property:

Let Q CR™, f:Q — R be strictly convex then

Vx,y €Qx#y: fly)> f(x)+ VIx)(y—x) (5.6)

We select a set of tangent points, G, and add a constraint for each tangent point as
follows.
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For each (t1,t2)T € G add the constraint
Mz, y) > m(ty, t2) + Vm(ts, t2)" (2, 9)" = (t1,t2)")
Let G be the initial set of tangent points. We model symmetry and positivity by
respectively having the following conditions on G™it,
Assuming the domain of m is { (z,y)T ‘ I<z,y<u }

(x,y)T c ginit — (y7x)T c ginit
(u’ U)T e ginit

5.3 The Algorithm

We formulate an algorithm to solve the HEN model iteratively. We create a model with a
priori partitioning and solve it iteratively where we add cutting planes on each iteration.

We make use of the following:
e the set of hot streams, HP
e the set of cold streams, C'P
e the set of stages, ST

e the set of stream to stream heat exchangers,

HX:{(i,j,k)T‘iEHP,jECP,kEST}

5.3.1 Initialisation

The algorithm is initialised with
e the model parameters required as specified by the general model
e bilinear constraints replaced by the nf4r scheme for disjoint McCormick hulls
e an initial outer approximation for all reciprocal of LMTD constraints

e a piecewise linear approximation for all nonlinear concave functions in the
objective

For the above, we assume that the number of pieces:
e N, used to partition the heat load bilinear constraints
e N4, used to partition the area bilinear constraints
e Nj, used to partition the concave functions in the objective

are passed to the model as parameters, this leaves the outer approximation initialisation.
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Initialising the Outer Approximation for Stream to Stream Heat
Exchangers
For a given stream to stream heat exchanger (i, j, k)T € HX the domain of Myjk i8:

Sij = { (z,y)"

lij <@y < wj }
where

lij = ATwin

uij _ TZIH _ Tji'n
for the above the stage is irrelevant.

Using proposition 3.3, we have the following bounds on ;.

min  myxp(x,y) = —

(z,y)T€S;; Uij
max mijk(x,y) = i
(z,y)T'€S;; lij

By proposition 3.2, we can ensure that the outer approximation, M, is also bounded
as above. This is done by asserting the following condition

T T .
{ Uigo i)™ (ig )™} € Gl (5.7)
where g;;;; is the set of initial tangent points used to create the outer approximation.

The bounds mentioned above differ among heat exchangers, we use a generalised process
of initialisation across all stream to stream heat exchangers using convex combinations.
It is assumed that we have a set, P C R3, satisfying:

P L (g A AT [ g A+ Ao = 1 Aa A Ae 20 )

The initial set of tangent points is calculated using three of the vertices of Sj; (the set is
square)

a=(lij,li))", b= (wjuy)’, c=(uylj)"
For each vector (Ag, Ap, )\C)T € Pt we calculate

(z, y)T = Asa+ b+ A.c

init

then to preserve symmetry add the follwing tangent points to ik

{ @y o)}
Equation (5.7) is asserted by having

{ (1’0’0)T7 (0, 1, O)T } C Pinit
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The outer approximation is formed by adding the following constraint for each
(91,92)" € G

Mgge(@,y) = mlgr,92) + Ym(gr, 92)" ((2.9)" = (91,92)")

Initialising the Outer Approximation for Utility Heat Exchangers
For the cold and hot utilities, adding the tangents is simpler as we have that the second
parameter of m is fixed therefore the function becomes univariate in the first parameter.

For a given hot stream ¢ € HP and cold stream j € C'P, the respective fixed second
parameter values for the cold and hot utilities are

out in
Ceui = ir@ - TCU
in out
chuj = Ty — T
The initialisation process for outer approximations of m is similar to the stream to
stream case.
Our domains for the univariate m are

Scuz:{x‘lcuzgxgucm}

Shuj:{x‘lhujéxguhuj}

where
lcui = A,Tmin
Ucui = Tiin - g'uUt
lhuj = AT'min
out i
g = THH — TP

The remaining process is only shown for the cold utility, the hot utility initialisation is
done in the same we only need to change the subscripts.

Using proposition 3.2, we have the following bound on my;

min Mey; (737 Ccui) = m(ucuia Ccui)

xeScui

max Meyg (-T, Ccui) = m(lcui7 Ccu'i)

CveScui
By proposition 3.2 again, we can ensure that the outer approximation, Mm,; is also
bounded as above. This is done by asserting the following condition

where G is the initial tangent points used to create the outer approximation for the

cold utility.

As the bounds mentioned above differ among heat exchangers, we use a generalised
process of initialisation across all of the cold utility heat exchangers. It is assumed that
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init

we have set, P C [0, 1] this is the cold utility analogue to P™it,

For each \ € Pi&i}, we add to Gt the calculated value

)\lcui + (1 - )\)ucuz
Equation (5.8) is asserted by having
{01} < Peyy

init

The outer approximation is formed by adding the following constraint for each g € G\

mcuz(x) > m(g, Ccui) + m;(g, Ccui) (.T - g)

Initialising the Model
Assuming that we have defined the sets Pt P&t and Pt the initialisation process is:

begin
model = model with linear constraints from generalised formulation
for (i,7,k)T € HX do

add nf4r McCormick hull contraints for g;;i

add nf4r McCormick hull contraints for A;;;,

B
ijk
add initial RecLMTD;;;, outer approximation constraints

add piecewise linear constraints for A

end
for i € HP do

add nf4r McCormick hull contraints for A.y;

add piecewise linear constraints for Afm

add initial RecLMTD,,,; outer approximation constraints
end
for j € CP do

add nf4r McCormick hull contraints for Ap,,;

add piecewise linear constraints for Aﬁu y
add initial RecLMTDy,,; outer approximation constraints
end

return model
end

Algorithm 1: function: CreatelnitialModel()

5.3.2 The Iterative Process

The idea behind the algorithm is that we can use the robustness of MILP solvers to
converge to the global solution of the MINLP model. Parameters N,, N4 and Ny are
provided and we generate linear constraints to approximate the nonlinearities that these
constants correspond to. Hence after initialisation these constraints are taken to be fixed
and further approximations are not made to them. As for the reciprocal of LMTD, we
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have initialisation conditions where each outer approximation is constructed with a
similar structure. The initial model is solved. The iterative process takes the solution to
the previously solved model, identifies the active heat exchangers and generates further
outer approximation constraints at the corresponding points at which the solution
settled with respect to the reciprocal of LMTD. This is characterised by alg. 2.

begin
model = CreatelnitialModel()
currentSolution = solve model
while currentSolution doesn’t satisfy termination criteria do
active Heat Exchangers = active heat exchangers of currentSolution
for activeHeat Exchanger in active Heat Exchangers do
(t1,t2)T = solution of activeHeat Exchanger
Add tangent constraint corresponding to (t1,t2)” to model
Add tangent constraint corresponding to (t2,t1)? to model

end

currentSolution = solve model
end
return currentSolution

end

Algorithm 2: The cutting plane algorithm

5.3.3 Termination Criteria

A simple condition for termination would be to run the algorithm until there are no
further tangents to generate i.e. the solution has settled where we have already placed a
tangent for every approximation. The problem with this approach is that we do not
know how quickly the solution is approached or if it is ever reached. We can illustrate
this with the following example.

For simplicity, we assume:
e on each iteration the active set of heat exchangers is the same

e on each iteration we are only adding further outer approximations to the same
heat exchanger, h, i.e. all other heat exchangers have tangent points placed at
their global solution values and they are not moving

e h is a utility heat exchanger
e ¢ is the global solution point of h and we have not placed a tangent at ¢

For each iteration ¢ assume that we add a tangent point for h at ¢ + % this is a sequence
that is converging to the global solution however the algorithm will not terminate.

As we cannot guarantee that the algorithm will stop adding constraints, we add
termination criteria to allow for the algorithm to terminate to an epsilon-accuracy. As
we keep the non-LMTD approximations fixed the termination criteria we add to the
model is

En(z,y) = [m(z,y) — m(z,y)| < em
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for all active heat exchangers, for some €, > 0.

As we are not concerned with the inactive heat exchangers, these are not included in our
termination criteria.

5.4 Convergence

We will show that the algorithm converges to the global solution. First we analyse how
the errors cascade throughout the model then, by placing appropriate bounds we will
show how errors in the approximations affect the total error in the objective function.
With this, we will prove convergence of the algorithm by showing that: as we reduce our
allowed error, representing the error in the solution with respect to the global solution,
we can construct a model that will give a solution within € of the global solution. We
will then relate this back to the algorithm proving that it converges.

We will use the following notation:

e Real and approximated values - the real value of variable x will have
approximated value &

e Reciprocal of LMTD - We take RecLMTD to be the variable in the model
however for clarity, we shall use m to denote the real value and m to denote the
approximated value. The relevant subscripts will be attached.

5.4.1 Cascading Errors

In the model, we are approximating many different nonlinearities. We will analyse how
the approximation errors are related to each other and how they affect the objective
value.

The approximated values are the:

e stream to stream heat loads, §;j e cold utility areas, Acy;

e stream to Astream reciprocal of e cold utility area scalings, Afui
LMTDS, Mijk
e hot utility reciprocal of LMTDs,

e stream to stream areas, Aijk A
Mhyj

e stream to stream area scalings, Afjk Lot wtilit 4
e hot utility areas, Apy;

e cold utility reciprocal of LMTDs,

Meui e hot utility area scalings, AP

huj

Of the above, some of the error in approximations are carried forward into further

approximations e.g. when we calculate Aiﬁjk we are using A;;, which already carries an
approximation error. This creates a cascade of errors which affects the solution as shown
by fig. 5.2. To ensure that the algorithm does approximate the MINLP model we need to
make sure that the algorithm does converge and that systematic errors are not created.
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Gk RecLMTD; RecLMTD,y; RecLMTDy,
ij

(1K) (cus) (Mehug)
|
Aijk Acui Apaj
l I |
Afjk Afuz Aﬁu]
]

TAC

Figure 5.2: How the errors get cascaded into the objective function from the approxima-
tions made. At each non-TAC node, approximations are made using the nodes before
them.

5.4.2 Stream to Stream Errors

The stream to stream errors are shown by the left column of fig. 5.2 (including the
RecLMTD;j;, node). We will analyse how these errors affect TAC.

We begin by assuming

S m
max Mgk — Myijk S Eijk

The calculation of g;j;, involves four bilinear terms

Gije = fi (tik - tf}’k) (5.9)
ik = fi ( ik — tjk+1) (5.10)

which are replaced by auxiliary variables bgkm, bgkout, bg,? " and bZ o as described by

section 4.4.1. For the variables forming the bilinearities we have the following domains
zk» ij c [Tout Tln]

[0, 7]

Uk? ]k c [ij’Tout]

zgk: € [07 F; J ]

We are using the nf4r scheme to reduce the error in relaxation. We partition the
temperature domains into Ny ;;, pieces hence we have that the corresponding maximum
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errors are (the hot and cold bilinearities have the same bounds)

) _ (T =T B

Gk ANy
out __ in .

o (BT F

ik 4Ng,ijk

As g;;1, is calculated by taking the difference of the two bilinearities, by the triangle
inequality, we define the upper bound of the error as

q(H) 25(1(0) }

qa
Cijk = max{ 2851 "5 265

The definitions of E?}k and egjk form the foundations to our analysis of the errors. The
approximations §;;, and 7 are used to calculate A;j.

We get

A

Aijk = Qijk (hfl + hf) Mijk (5.11)
where h; and h; are constants

This is another bilinearity therefore we linearise it in the same way as before, the
difference this time is that we: do not have any sums and do have approximation errors
in our variables. Before we derive an upper bound on the approximation error for A;j
we need to classify the bounds of both the: approximations and variables we are
approximating. We have that the bounds of the heat load and its approximation are the

same and we can construct our outer approximation such that the bounds of the
approximation also match that of the function (section 5.3.1). Therefore we have that

qgk — min{ F; (ﬂm . jwiout) ,-Fj (TJg)ut . T:Jm) }
Qijks Qijk € [O,ng}

S 1 1 L U
Mijk, Mijk € [ /Uij7 /liji| = [mijkv mijk]

Using the triangle inequality we get

. 9 o .
Gijk = |Qijk + QM‘ < Qijk + Eijk‘ < Gijk + ik (5.12)
Mijl = ‘mijk - ff?}k’ < mijk + Ek < Mgk + g, (5.13)

_ -4 ~q q am m
where Eijk < Eijk < Eijk and 0 < Eln < €

We are also approximating eq. (5.11) using the nf4r scheme for which let Ny ;;, be the
number of pieces that we partition ¢;j; on. From this approximation we get

1 A~ A~ ~A
Aijk = Qiji - Mk £ Eijk
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for some

U (1 1 U (1 1
Dijk ( J1; = /Uij) < oA Tijk ( J1; = uj)
_ < g.,k <
AN A ijk " AN A ijk

hence by the triangle inequality we have
A = | (Bt + 151 [ - e+ 603 |

-1 -1\ [ A ~A
< (hi + h; ) {Qijk - Mijk + €iij

qgk (l/lij - l/uij)]

< -1 -1 A B

> (hl + h] ) [%]k Mk + 4NA,ijk
Using egs. (5.12) and (5.13), we can represent Aijk in terms of the correct values g;jx
and m;

~

A < (hi_l + h’j_l) Gijk - Mijr +

AN A ijk

q%k (1/lij - l/uij)]

< (hi_l + hj_1> (qijk + Eli]jk) - Mk +

AN A ijk

q%k (l/lij - 1/“1‘;‘)]

= (hl_l + h]_l) qijk . mijk + E?jk . mijk +

qgk (1/lij - 1/Uij)
AN A i

< (hz_l + hj_l) Qijk (mijk + e’:‘Zbk) + 63jk : mijk +

qgk (l/lij - 1/uij)
AN A ik

i U 1 1
ik, ( /lij - /UU)
AN A ijk

= (hi_l + hfl) Qijk * Mgk + Gijk * €5k + Egp * Mgk +

] (5.14)

But we also have

Ajje = Ay + H*

Aijk = (hi_l + hj_l) Qijk * Myjk
for some A7k

Substituting into eq. (5.14), we get

q%k (1/%']' - 1/Uij):|

Aijie + M < Ay + (hfl + hjl) |:Qijk: C€iik + €k - gk + N
71]

qgk (1/17;3' - l/uz‘j)
AN A ik

Ajijk -1, -1 5
— Pt < (hi +h; ) Gijk  Eijk T 5gjk Mk +

(5.15)
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The way in which we calculated our bound on the error means that the negation of the
right hand side of eq. (5.15) gives a lower bound on the error giving

U 1
ik (1/lij - /u”)
AN A ik

A < (R4 B (e - el + el - e + (5.16)

In eq. (5.16), we have that gi7r and 5?;‘14: contribute to the error. In the above
formulation, the values of eii and sgjk are independent of the choice of Ny ;;;. Simply
increasing N4 ;1 does not necessarily make the error converge to 0, we make the
following assumptions to make this the case.

Q'U'k
gk < R 5.17
4 Naijk (5.17)
U
em, < —dk — (5.18)

ijk =
7 Nagjr lij - Nagjk

The above simply mean that our previous approximations have been chosen such that
the conditions specified by eqgs. (5.17) and (5.18) hold, giving our bound on the error Eék

r U 1 1
45k ( /lij - /uzj) ng 1 U 1 :|

A -1 —1
I R + g T
ijk (Z J ) 4NA,ijk NA,ijk‘ lij Qz]k lz’j'NA,ijk

r U 1 1
935k ( /lij - /um) + 2qgk ]

—(pl 4 pt
(1 Ty ) AN 4 iik lij - Najk

A
Eijk

is then cascaded into the piecewise linear calculation of Afj I

We assume that we have partitioned the domain of Afjk into Ng ;i equally sized
intervals over which the maximum error between the function and the approximation is
E;j,. The bounds on A;j;, and A;jj, are

AY = (h;l + h;l) i 11]

Aijk, Aijk € [0, A%k]

The bounds are the same because the values of the approximations are exact at the
endpoints by construction. The same property holds for the range of the following
piecewise linear approximation.

We make a similar assumption to those given by egs. (5.17) and (5.18), as we want to
limit the actual value of A;j; to being in adjacent intervals to the interval defined by

A

A;ji, the assumption is

AU
ik (5.19)

A
e, < —
%= Naijn

i.e. Na;jk is large enough such that eq. (5.19) holds.
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We have that the maximum error of the approximation is E;j; but we want to know the
error with respect to the actual value of A;;;,. We need to bound the error we encounter
due to using A;j.

U
To do this we define the set R = { A ’ 0<A< Aink — Aiik/NBﬂ.jk } The maximum error
we get due to the previous approximations is

Hence, under these assumptions, the upper bound on the error that we get is

AB A
€ijr = Eijk + Eij

therefore the maximum total error contributed to TAC by stream to stream heat
exchangers is

> > > Eige+ Ef,

i€HP jeCP keST

5.4.3 Utility Errors

The utility errors are shown by the right two columns of fig. 5.2. We will only analyse
the cold utility cascade of errors as the equivalent analysis for the hot utility is similar.

The difference between the stream to stream errors and the utility errors is that the heat
load calculation for the utilities and a given stream is linear and can be calculated
without the introduction of errors hence we only have the reciprocal of LMTD as the
source of any errors.

As for the stream to stream case, we begin by assuming that there is a set of tangent
constraints placed such that the maximum error between the outer approximation and
the function is

N m
max Mey; — Mewi < Eeui

This approximation is then used to calculate A forming the bilinearity

A

Acui = Geui (hz_l + hE‘lU) M (520)
where h; and hoy are constants.

We still calculate this value using the nf4r scheme therefore to calculate the error we
need to know the bounds of the variables

U __ in out
QCm'_Fi (1—; _,Iyi )
L
Mey; = m(ucuia Ccui)

mgm = m(lcuia Ccui)
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Geui € [O’ qgu}

L U]

Meuis Meui € [mcm‘7 Meyi

We can represent eq. (5.20) in terms of the actual value of m and the error giving
Acui = (h;l + h&%}) deui (mcui - 5211“)

- (hl_l + hE'IU> [qcui *Mewi — Geui - EZLM}

We assume that the domain of g.,; is partitioned into N4 .,; pieces and using a similar
reasoning as in the stream to stream case (section 5.4.2) we derive the following

. U L
deui (mcui - mcui)
4NA,cui

Acui < (hl_l + h6[1]> Geui ~ M + qeui - 5?&7; + (521)

But
A _ A
Acui - Acui + wcm‘
Acui = (hz_l + ha%]) Geui - Meui

A

for some %),

Substituting into eq. (5.21), we get

U L
Aeus (mcui - mcui)
4NA,cui

Acui + 1/1£” S Acui + (h;l + héllj) qeui * 5%1’ +

. U L
Qeui (mcui - mcui)
4NA,cui

— i < (hi_l + h(_illf) Qeui * Eeni +

Once again, the way in which our bound is calculated means that the bound we derived
on the error is a bound on the magnitude hence

U L
deui (mcui - mcui)

5.22
4NA,cui ( )

A
‘ ¢cui

< (h;l + hEle) Geui - 82111' +

In eq. (5.22), we have that €. contributes to the error. In the above formulation, the

cut
value of €7, is independent of the choice of N4. Simply increasing N4 ¢, does not

necessarily make the error converge to 0, we make the following assumption to make this
the case.

em. < —ut (5.23)

The above simply means that our previous approximation has been chosen such that the

7



A

cut

condition specified by eq. (5.23) holds, giving our bound on the error €

i U U L
A h_l n h_l U mgm Aeyi (mcui - mcui)
Jcui cui

U U L
. mU Aeyi (mcui - mcui>

cus

_ (hi—l —i—hj_l) Deui

B

This error is cascaded into the piecewise linear calculation of A, ;.

We assume that the domain of Afm- has been partitioned into Ng .,; equally sized

intervals over which the maximum error between the function and the approximation is
FE..i. The domain of Afui and A? s

cui
Uu _ -1 -1 U
Acui - (hz + hCU) “ewi * m(lcuia Ccui)
Acuh Acui € {07 A(cjuz}

As we did for eq. (5.19), we place a constraint on the size of the error Eén to limit the

actual value of A.y; to being in adjacent intervals to the interval defined by flcm-, the
assumption is

A 4U )
;< 5.24
60“2 — Nﬁ7cui ( )

i.e. N cyiis large enough such that eq. (5.24) holds.

We define the set R = { A ‘ 0<A<AY — AcUui/ Np.cus } The maximum error we get due

cut
to the previous approximations is

A AY, B8
EA. = A Leuwi ) 4y
fmm | (4 )

Hence, under these assumptions, the upper bound on the error that we get is
s
5A = Beyi + EA

cut cut

therefore the maximum total error contributed to TAC by cold utility heat exchangers is

Z Ecui + Eé”
i€HP

Similarly, for the hot utility, we get the following results/assumptions

e the assumption on the reciprocal of the log mean temperature difference

o m
max Mpy; — Mpyj < Ehuj
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the assumption on the bound of eﬁj

U

mhuj
em < (5.25)
g NA,huj
e the upper bound on the error of flhuj
U U U U _ . L
ety = (hi ) T g (s ~ )
houj ’ J N huj AN A puj

the assumption of Ahuj being bounded by the interval length

U
A Ahuj
5huj S
N3 huj

B

the upper bound on the error of Ahuj

A8 A
8huj - Ehuj + Ehuj

the upper bound on the total error contributed to TAC

>~ Bhuj + Eipy;
jeCcpP

Hence for the maximum error in m

5.4.4 A Converging Model

We will show that we can construct a MILP model that converges to a MINLP solution
given some allowance for error. Using this property we will establish convergence to the
global solution.

What we showed in sections 5.4.2 and 5.4.3 is that if we have constructed a model, with
some additional assumptions, how the errors affect the errors in the objective solution.
We will now do the opposite and show that if we are given some convergence criteria
that we can construct a model that will converge as required.

Assumptions:

1. we have a MILP solver that always gives us the global solution of any MILP
model we provide

2. we are given {ac the maximum error allowed in the objective

We will use the results from sections 5.4.2 and 5.4.3. We made assumptions to derive
these results and we will show that if these assumptions are satisfied, we can construct a
model that converges to the global MINLP solution.
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The maximum error in TAC is given by

Errorpac= Y. Y. Y. Eyr+Eg+ Y. Bew+ Eay+ Y. Epuj+ Ef; (5.26)
i€HP jeCP keST i€EHP jeCcrP

We want
§rac > Errorrac (5.27)

We will create a convex combination of the term £1ac and assign it to the group of
summations in eq. (5.26).

Let
A\ _ Nuot - Ncowd - N1
stream —
sres Nuot - Ncold * N1 + Nuot + Ncold
A - Nigot
cUu =
NHot - Ncold * N1 + Nuot + Ncold
3 Ncola
HU

~ Not - Ncold - N7 + Niot + Ncold

Clearly, Astream + Acu + Ay = 1 therefore we have that the following agree with
eq. (5.27)

Z Z Z Eijk + E{?k < Astream * gTAC (528)
i€HP jECP keST
Y Bewi + Efy < Acu - émac (5.29)
i€HP
> Enuj + Eipy < Anv - €rac (5.30)
jecp

We can satisfy the conditions specified in eqgs. (5.28) to (5.30) using Ngijk, Ng,cui and
Ng huj-

If we ignore the indices we have that as Ng increases E + E* decreases therefore we can
choose values Nj .., Nj ,; and Nj, . such that egs. (5.28) to (5.30) hold. We can
simplify this by defining

N/ = max max N* .. max N* . max N* )
g Gkl erx Pk iggp T Beut jecp T Ahug

Under the partitioning of IV é pieces across all ‘3’ approximations, we define

FEin = min { min  FEjj, min

Eo;, min Ep,,
(i.j.k)T €HX iegp " jecp

EA min Ef;“m min E4

. — min .
i {(i,j,k:)TeHX ieHp

A
min E7 ;
jeCP hauj }

and let Nj be a partitioning value such that
Ein 2 Efjy, Vie HP,j € CP,k € ST
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EA > EA. Vie HP

Efn > El?uj’ VjeclrP
Emin > Eijk, Viec HP,j € CP,k € ST
Ewin 2 Ecu, Vi€ HP
Ewmin 2 Epuj, Vj e CP

then egs. (5.28) to (5.30) reduce to

NHot : NCold : NT : (Emin + Erﬁin) S )\stream . §TAC
NHot : (Emin + Eém) < ACU : gTAC
Ncowa - (Emin + Eflin) < Auu-érac

and from the definition of Agtream, Acu and Agy we get

§Tac
Erin + Effy <
min min — NHot X NCold . NT -+ NHot + NCold

Note that as NV E increases the interval size decreases therefore by the continuity and
concavity of AP we get that En;, — 0 and Er‘gin — 0. Also N E >N é

We will now analyse how this selection of N [’; affects the other approximations. We will
look at the utility heat exchangers first. We defined the upper bound on the error
allowed for the area approximations as:

U
I Npiji
U
A Acui
Ceui = *
B
U
A Ahuj
Ehuj = N*
B

We want the upper bound to be equal across the utilities so that we can define a single
constant for all of the approximations therefore we take

i k)T €HX ljk,iEHP Cm,jeCP huj
*
Ng

min min AV, min AY . min AV
ed” (

We now see how this bound affects the calculation of the utility areas, we will look at a
single cold utility heat exchanger, the reasoning is similar for a hot utility heat
exchanger.

We have for some cold utility heat exchanger cui, assuming the condition eq. (5.23)

U U L

U U . e .

EA* = (h,‘l + hfl) Gewi " Meui + Deus (mcuz mcm)
' ! NA,cui 4NA,cui
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this means that (since h;, hoy > 0)

ed B 495, - My + dbi (mgm - mguz)
(h;l + hE«(lj) 4NA,cm'
hit+hgy) |46Y, - mY, + 4, (mY,; — mE,
NA7cui _ ( (] ) |: cul 4;2’: CUZ( cul CU’L):| (531)
Similarly, for a hot utility exchanger we get
-1 —1 U U U U L
Ny = <hj +hay ) [4%“1 Mg+ Qg (mhw‘ B mh“j> } (5.32)

4eA”

We now analyse the stream to stream case. For some stream to stream heat exchanger
ijk, assuming conditions eqs. (5.17) and (5.18) we have

U (1 1
ik ( J1; = /Uw) " 2%%

A = (h;l + h;l)

AN 4 4jk lij - Naijk
this means (since h;, h;l > 0)
U
) v -
(ht+ 1) AN a,ijk
Bt + 1) [ (Vi = Ya) +8- 94,
= Naije = (7 +157) la (4&_;* ) ) (5.34)

We want to pick a single value N7} to use across all approximations hence we have

N% > max max  Najik, MaX NA cui, Max NA pui
AZ (ij k) T HX ks gD ’Cm’jEC’P Jhuj

Now we simply construct the initial approximations according to egs. (5.17), (5.18),
(5.23) and (5.25).

Equations (5.18), (5.23) and (5.25) correspond to the construction of the outer
approximation for m, we have that our upper bounds on the errors are (with N7}
substituted)

1 T
62?16:711‘]"]\[2’ V(i,5, k) €e HX
o Meus Viec HP

cut NZ Iy
U
My, )
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therefore a single upper bound across all approximations would have to satisfy

U U
m* . . 1 . My . Mpj
e < min min — =7 |, min [ —==|, min "
(igk)TeHX | l;j - N} | "ieHP | N} | "jeCP | N}

Equation (5.17) corresponds with the construction of the McCormick hulls in the heat
load calculations, we have that the upper bound on the error is (with N} substituted)

U
ijk _ gk

, V(i k)T e HX
e Naijk ( )

3
using this we can calculate the values Ny ;. Since the sum of two approximations are
taken when we calculate ¢, we halve the error. The definition of ¢ also involves making
two approximations equal hence we have to take this into account. This all gives

G-y
(H)
2 4Nq,ijk

gijk (T](')Ut o jvjln) Fﬂj

= ©)
2 AN ijk

The above result in

) _ (G =T™) F,

q,tjk — ijk

2e4
o (L"-T)F
q,ijk — 9tk

q

giving an lower bound the number of pieces for exchanger ijk

% H C
A@wk:“wx{ﬁéﬁkﬁégk}

therefore a single value to use for all approximations is

Nf= max N,
T Gaktenx

We have shown that given £14¢c > 0 we can construct a model that results in a solution
that is within &pac of the correct value. The model we constructed has the property
that as E7ac — 0 all of the errors reduce to 0 showing that we don’t necessarily have to
provide any other bounds, £74¢ is sufficient for convergence.

We also assumed that we have a MILP solver that gives us the global solution of any
MILP that we provide. As érac — 0 our approximation gets better therefore the MILP
formulation get closer to the MINLP formulation. As all errors are also getting smaller,
the global solution of the MILP formulation converges to the global solution of the
MINLP formulation.
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I E EA

Figure 5.3: How the value of E compares with E4 in the concave function

5.4.5 Convergence of the Algorithm

Convergence of the algorithm is a direct consequence of section 5.4.4. We treat all
approximations except the outer approximations as fixed, therefore to guarantee
convergence within some absolute error tolerence we would have to provide Ny, N} and
Nj. We have shown how we can construct these constants hence we can provide suitable
values for these constants. The values of N; and N} depend on N ;, we can define a
value for IV 5 as follows.

We have that Epi, < E;?lin this follows from the fact that A? is strictly increasing
therefore the error between the function and approximation is bounded by the difference

between the values at the end points as shown by fig. 5.3. Therefore the taking

pA 1 §rac
T2 Not - Noold - N7+ Nuot + Ncold

gives the required condition. The structure of the function is such that the following
satisfies the above

B
A\ 1 trac
Ng 2 Nyot - Ncoid - N1 + Nuot + Ncold

since E4 is maximised at the lowest point and we know that the function is bounded
from below by 0.

All that remains is the tangent points. In the worst case the algorithm will add tangents
in different neighbourhoods but this reduces the overall error and therefore the
maximum error will eventually reduce.

The values Nj, N} and Nj may prove to be large enough such that the error in the
outer approximation is larger than what we defined previously but this is not an issue as
the absolute error does make the error go to zero. As Ny, Njj and Nj increase the error
contributed by the outer approximation will become more significant hence more
tangents will be required i.e. the error decresases. Assuming we have a solver that gives
us the global solution of the MILPs at each iteration our solution will be within the

84



required error tolerance and therefore converging to the global solution of the MINLP.

85



86



6 Evaluation

6.1 Overview
Having created an implementation of the algorithm, we now evaluate the results we
achieve.
We used the solver Gurobi (version 6.0.3) to test our algorithm.
The specifications of machines on which we have run our evaluation tests are:
e Model: HP EliteDesk 800 G1 TWR
e CPU: Intel Core i7-4770 3.40GHz
e Memory: 16GB RAM
e OS: Linux Ubuntu 14.04.2 LTS, 64-bit

We have 3 models [12] that we use to evaluate the algorithm the input data for each are
shown in table 6.2. Across all models, the minimum temperature approach for a given
heat exchanger, ATy, is equal to 10. Note that model 1 (table 6.2a) has =1
therefore the objective function is linear.

We compare against these models as feasible solutions are known therefore we gain a
metric to compare our algorithm against.

Model Best Solution Lower Bound (Solver
Model 1% 154895.93 100501.00 (LINDO
Model 2° 634200.38 585255.58 (BARON
Model 36 64898.22 64898.22 (SCIP

)
)
)
)

Table 6.1: The best solutions and lower bounds for the models as found on MINLP
World

6.2 Numerical Analysis

We will evaluate our algorithm numerically, assessing the time taken to find a solution
and the number of iterations required to find this solution.

As the algorithm has a priori partitioning, we have to define the number of breakpoints
and partitions we make before we start the algorithm and the separation that they
create will remain the same (section 5.3). We ran tests with a constant number, N, of
breakpoints and partitions i.e. N = Ny = Ng = N,.

We change the value of N and see how this affects the behaviour of our algorithm. The
algorithm was run with a maximum absolute error tolerance of € = 1076

‘http://www.gamsworld.org/minlp/minlplib2/html/heatexch_geni.html
*http://www.gamsworld.org/minlp/minlplib2/html/heatexch_gen2.html
Shttp://www.gamsworld.org/minlp/minlplib2/html/heatexch_gen3.html

87


http://www.gamsworld.org/minlp/minlplib2/html/heatexch_gen1.html
http://www.gamsworld.org/minlp/minlplib2/html/heatexch_gen2.html
http://www.gamsworld.org/minlp/minlplib2/html/heatexch_gen3.html

Tin Tout F h

Stream (K) (K) (kW-KY (kW -m? K
H1 650 370 10 1
H2 500 370 20 1
C1 410 650 15 1
C2 350 500 13 1
CU 300 320 _ 1
HU 680 680 -

Cost of Heat Exchangers ($-yr—1) = 5500 + 150[Area (m?)]!
Cost of Cooling Utility ($- kW1 - yr~1) = 15
Cost of Heating Utility ($- kW1 - yr=1) = 80

(a) Model 1 (Escobar and Grossmann)

Stream ™ TOUt F h
(K) (K) (EW- K1) (KW - m?- K1)
H1 500 320 6 2
H2 480 380 4 2
H3 460 360 6 2
H4 380 360 20 2
H5 380 320 12 2
C1 290 660 18 2
CU 300 320 - 1
HU 700 700

Cost of Heat Exchangers ($-yr~1) = 5500 + 1200[Area (m?)]%-6
Cost of Cooling Utility ($- kW' . yr=1) = 10
Cost of Heating Utility ($ - kW™ yr=1) = 140

(b) Model 2 (Escobar and Grossmann)

Table 6.2: The input data for the models we ran
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Tin Tout F h

Stream K) (K (WK (kWem? K
i 160 933 38 7
H2 248.9 137.8 10.6 1.7
H3 226.7 65.6 14.8 1.7
H4 271.1 148.9 12.6 1.7
H5 1989 65 17.7 1.7
cl 60 160 7.6 1.7
C2 115.6 221.7 6.1 1.7
C3 37.8 211.1 8.4 1.7
C4 82.2 176.7 17.3 1.7
C5 93.3 204.4 13.9 1.7
CcU 25 40 - 1.7
HU 240 240 - 3.4

Cost of Heat Exchangers ($-yr—1) = 4000 + 146[Area (m?)]%-¢
Cost of Cooling Utility ($- kW' - yr=1) = 10
Cost of Heating Utility ($- kW™ . yr=1) = 200

(¢) Model 3 (Escobar and Grossmann)

Table 6.2: The input data for the models we ran

6.2.1 Scalability

From table 6.3, we get an idea of how termination time scales with problem size. For
N €{10,20,...,50 } model 1 finishes in under 3 minutes (180s) whereas model 3 takes
over an hour (3600s) to terminate for N = 10. This is due to the search tree growing
exponentially as we add more streams.

The problems we test our algorithm against are small. Model 3 has a total of 10 streams
but in industrial processes larger problems occur e.g. an ethylene product recovery
process which can have 41 streams [4]. Clearly scalability is a necessity if we want to
handle ‘real world’ problems however table 6.3 shows that this causes issues in solution
finding time. We also want our algorithm to be within close proximity to the global
solution but for this to occur we have to be willing to increase the number of binary
variables we use for our approximations but, as table 6.3 shows, increasing the number
of binary variables also has an adverse affect on termination time.

We find that, as it stands, the algorithm fails to scale in the directions that we want it
to scale. The major issue here is the binary variables. For scaling of the problem size,
there is not a lot that we can do about the extra variables as they are a consequence of
the model however for the approximations we need a better approach to placing our
breakpoints or we need to improve the non-LMTD approximations with each iteration
opposed to partitioning before hand.
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Model N Solution # iterations Time Taken (s)
1 120669.59 ) 0.15

10 150340.41 6 2.09
Model 1 20 152846.01 7 12.24
30 153845.10 6 26.89
40 154057.37 7 76.07
50 154269.90 10 148.24
1 604958.96 4 0.16
10 634383.18 2 5.36
Model 2 20 634598.67 2 22.16
30 634766.08 2 57.55
40 634705.76 2 49.9
50 634727.03 2 207.99
1 58930.17 b} 11.29
10 63847.37 ) 3806.93
Model 3 20 64097.60 8 11618.66
30 64106.66 7 19536.24
40 64121.11 6 19882.15
50 64116.25 6 32223.98

Table 6.3: The results of running each model as we vary N

6.2.2 Rate of Convergence

The rate of convergence is given by the number of iterations we need before the
algorithm terminates. The results are shown in fig. 6.1. As we can see the rate of
convergence appears to be quite quick with largest number of iterations being 10 in
model 1 (fig. 6.1a).

We assess rate of convergence by the number of iterations and the change in objective
value between consecutive iterations.

Firstly, we notice that the shapes of the results for varying N are similar for a given
model, this shows that algorithm follows a similar pattern in placement of tangents as
we increase the value of V.

For model 2 (fig. 6.1b), we see that the algorithm terminates in two iterations however
this is not reflective of the algorithm’s ability to converge, we have that the data for
model 2 is such that there is a clear solution therefore even with a small N we get a
jump to termination. Assessing the rate of convergence for models 1 and 3 give a more
informative result.

For model 1 (fig. 6.1a), the algorithm converges in at most 10 iterations (for N = 50)
showing that the rate of convergence is quick. Another noticable feature for model 1 is
that there is a steep rise in the objective value after the first iteration and thereafter the
change in objective value between iterations is small, relative to the initial change. We
see that, while the algorithm terminates in at most 10 iterations, after iteration 5 the
graphs appear to be flat i.e. the objective value isn’t changing by much.
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For model 3 (fig. 6.1c), the algorithm converges in at most 8 iterations (for N = 30).
Like model 1, we see similarities in the shape of the graphs for varying N however we
don’t get an immediate steep rise in the objective value, the steepest rise we see occurs
between iteration 2 and 3 and thereafter the algorithm converges in a similar pattern to
that of model 1. Once again we see that the increase in IV doesn’t have an adverse effect
on the path followed by algorithm other than a slight upwards shift in the plot. A
noticable feature of model 3 is that for N = 40 and N = 50 the objective values at each
iteration are more or less identical indicating that an increase in N would result in a
similar plot.

The rate of convergence we see in these models give promising results however we must
take into account the time taken to achieve these solutions as the practical applicability
of this algorithm depends on achieving a solution in a ‘reasonable’ amount of time. We
have that model 3 is the closest to a practical application due to its size. For N = 40 the
time taken to terminate was 19882.15s which is about 5.5 hours and for N = 50 the time
taken to terminate was 32223.98s which is almost 9 hours. In the algorithm, we partition
on the heat load variables ¢ which can have a large range e.g. [0,1634]. These variables
are also estimated therefore there are already errors in the model we then approximate ¢
hence to achieve a low overall error we want to use a larger value for N but for model 3
this will only scale the problem up and we may find that the N we want to use will not
terminate within what we choose to define as a ‘reasonable’ amount of time.

6.2.3 Bounds

A defining features of our algorithm is that it is an outer approximation to the entire
model. The solutions that we get from our algorithm are likely to be infeasible however
we know that the global solution will always be larger than or equal to any solution we
find (assuming that the MILP solver we use is giving us the global solution of the outer
approximation we form). The largest lower bounds achieved by MINLP solvers is given
in table 6.1.

We have that the lower bound achieved by MINLP solvers for model 3 is equal to the
global solution therefore we cannot do better than this. We turn out attention to the
lower bounds of models 1 and 2. We can see that for both of these models, the solvers
have a large gap between the lower bound and the solution found, this is an issue
because we don’t know whether there is a better solution between these values.

The weakest model we can form for our algorithm is one where N =1 i.e. we don’t
partition anywhere (weak approximation). The results show that our approximated
solution for NV =1 for models 1 and 2 are larger than the lower bounds given in

Table 6.1. This increase comes from our handling of LMTD; since we are exposing its
convex structure to form cuts, we get a progressive rise in our approximated solution.
This makes our algorithm, at the very least, a means by which we can form bounds on
the model we are trying to solve. For example, model 1 has a best solution of 154895.93
and our algorithm appears to converge to that value as shown by fig. 6.1a.

For model 2, our approximated solutions are larger than the best found solutions
contradicting the statement that any solution we find results in a lower bound. The
solution we achieve is always greater for the case of model 2 however it is not larger by
an extreme amount. We put this down to numerical error as we see that our solution is
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not increasing by a lot between N = 40 and N = 50 and the solution we achieve is very
close to the global solution.

6.2.4 Convergence Issues

We see, from fig. 6.1c, that our algorithm is converging to a solution that is not equal to
the global solution (table 6.1) but the global solution is equal to the MINLP lower
bound for model 3.

We get this error due to the approximations we are making. The fixed approximations
in the algorithm mean we converge to the global solution of the approximated model.
Our fixed approximations partition the domains of our functions equally, this does not
reflect the nonlinear nature of some of the functions we approximate. Our partitioning
for the concave function in the objective is poor. A better approach to partitioning this
function would be to place more break points towards lower values as the function
increases more here.

6.3 Heuristic Approach

Clearly the time taken is an issue in the algorithm. One way of handling this is to
improve our placement of breakpoints or dynamically generate them. Either way we are
adding binary variables to the model and it is likely that we will still have a large
number of binary variables added to the model.

Here we see if we can converge to a solution quicker, not necessarily the global optimum,
using an appropriate heuristic. This approach is highly model specific however if we can
identify speed ups we have the potential to scale the model up for certain models.

The heuristic we use is adding the following constraint to the model:

>z <1, i€ HP,j € CP
keST

the above constraint says that for any hot stream ¢ and cold stream j there can only
ever be a single heat exchanger in the model. This is a heuristic based on the idea that
there will be at most one heat exchanger in the model for a pair of streams, we know
this holds for the global solutions given in table 6.1.

From table 6.4, we see that the addition of this constraint gives a significant
improvement in termination time for models 1 and 2 with model 1 showing a 71%
decrease in termination time and model 2 showing a 82% decrease in termination time
for N = 50. These models were terminating quickly without the additional constraint,
our interests lie with model 3. For model 3, the results don’t show any significant
improvement with a increase in termination time for N = 50. We do see some
improvement for other values of N however they do not show improvement to the same
scale as that of models 1 and 2. This indicates that there may be larger models than
models 1 and 2 for which this additional constraint improves the termination time.

The use of this heuristic is not unreasonable as it can have applications to other models
for example it is more likely to hold in a model where building a heat exchanger is very
expensive. For example in model 2, building a heat exchanger has a fixed cost and the
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Model N Solution Heuristic Time (s) Non-Heuristic Time (s)

10 5 1.44 2.09
20 6 4.45 12.24
Model 1 30 ) 5.64 26.89
40 6 21.74 76.07
50 9 41.9 148.24
10 2 2.07 5.36
20 2 6.06 22.16
Model 2 30 2 11.58 57.55
40 2 28.07 49.9
50 2 36.07 207.99
10 ) 3001.06 3806.93
20 8 10755.51 11618.66
Model 3 30 7 16082.15 19536.24
40 6 19532.65 19882.15
50 6 32566.33 32223.98

Table 6.4: The results of running each model with the added constraint as we vary N,
the non-heuristic times are the same as those in table 6.3

cost per unit area is high therefore one heat exchanger is prefered over two (one utility
heat exchanger vs stream to stream and a utility heat exchanger).

It is important to note that this is still only a heuristic therefore, unless further analysis
is done, adding the constraint could exclude the global solution from the model even if
we have a high cost per heat exchanger.

There may other heuristics under which the algorithm shows improvements in
performance.
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7 Conclusion

In this investigation, we have taken an alternative approach to solving the simultaneous
synthesis model proprosed by Yee and Grossmann and have provided a method by
which we can converge to the global solution of this model.

We chose to tackle the log mean temperature difference in the model, a function that is
often overlooked in these models and replaced by an approximation. The first step we
took was to analyse the reciprocal of LMTD as an approximation of this function fits
well when looking to handle errors. We then analysed the function classifying: symmetry,
bounds and shape. Here we discovered that the function is is convex, a significant result
as convexity gives us a means by which we can model the function and guarantee
reduction of error. This formed the foundations on which we developed our algorithm.

The main contribution we make is the development of an algorithm that makes use of
the more robust MILP solvers to solve the model. One of the nicest properties of the
algorithm is that we do not need to worry about what effect our approximation has on
the solution as the algorithm iteratively reduces it. The algorithm was not only
presented but it was also shown to converge to the global solution and with an
appropriate partitioning we can use it to find a solution.

7.1 Future Work

As shown in section 6, the implementation that we present is not perfect and encounters
issues when attempting to scale problem sizes up. Below are some suggestions for
possible directions that can be taken in relation to this project:

e Adaptive Refinement
This extension to the algorithm would strengthen it by having dynamic generation
of breakpoints in the non-LMTD approximations. This would be a significant
addition to the implementation as we would no longer have to provide any
partitioning constants only maximum error tolerances.

e Spatial Branch and Bound [2]
In our algorithm we generate a MILP approximation and solve it using a MILP
solver we then tighten our constraints and solve again. The problem here is that
we don’t know the path that the solver followed or what additional properties the
solver may have learnt about the model we are solving. Spatial branch and bound
allows us to control the search tree on each iteration we can make a more
intelligent choice on where to move in the search tree unlike the solver which
resolves the problem.

e Strengthening a MINLP solver
MINLP solvers struggle with the indeterminacies found in LMTD however a
reformulation with the reciprocal gives a convex function. We have handled
LMTD by linearising however isn’t necessary. Since the function is convex, taking
convex approximations of the non-LMTD functions means that we can formulate a
convex optimisation problem for which we can use methods to solve the model.
This is stronger than our approach as it doesn’t require an approximation for
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LMTD i.e. one less set of approximations therefore less constraints. Using convex
NLP methods we should be able to converge on the solution.

The problem of finding the optimal arrangement of heat exchangers in a network of
streams to minimise costs belongs to the class of MINLP. Many members of this class of
problems are some of the hardest to solve. We have shown that through rigorous
analysis we can expose the structure of a model to find a direction to the global solution
through the easier to solve class of MILP. Using this same approach we may be able to
extend this idea to many other hard problems.
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Appendices

A Notation & Abbreviations

Notation

x variable of R

X vector of R®, n > 1

A matriz of RM*"

x’ transpose of x

i derivative of univariate function f

i second derivative of univariate function f

f) n'" derivative of univariate function f
o first partial derivative of multivariate function f with respect to x1
- second partial derivative of multivariate function f with respect to

r1 and xo

Vf gradient of multivariate function f

V2if Hessian of multivariate function f

l function label for the log mean temperature difference

m function label for the reciprocal of the log mean temperature differ-

ence

Abbreviation

LP Linear Program

NLP Nonlinear Program

MIP Mized Integer Program

MILP Mized Integer Linear Program

MINLP Mized Integer Nonlinear Program

HEN Heat Exchanger Network

HENS Heat Exchanger Network Synthesis

LMTD Logarithmic Mean Temperature Difference
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B General MINLP Model for HEN Synthesis

General Mixed-Integer Nonlinear Programming Model for
Optimal Simultaneous Synthesis of Heat Exchangers
Network

Miten Mistry

The following model is identical to the model formulated by Escobar and Grossmann with
changes made to a number of equations which were noticed to be incorrect and were found to
have: discrepancies when comparing with the GAMS specifications and typographical errors.
The changes made can be found in section B.3.

The model described here consists of a general straightforward formulation for a given stage-wise
superstructure, resulting in a nonconvex MINLP with a nonconvex objective function and several
nonconvex constraints. In addition, it involves the logarithmic mean temperature that can result
in numerical difficulties when the approach temperatures of both sides of the heat exchanger are
equal (it can cause an indetermination, i.e. zero divided by zero).

B.1 Nomenclature

Sets

HP Set of hot process streams i

CcP Set of cold process streams j

HU Set of hot utility

cU Set of cold wutility

ST Set of stages in the superstructure

Parameters Units

a [$/yr] Factor for the area cost

8 - Ezponent for the area cost

c [$/yr] Fized charge for exchangers

ccu [$/kW-yr] Utility cost coefficient for cooling utility
CHU [$/kW-yr]  Utility cost coefficient for heating utility
F; [ k€W/K] Flow capacity of hot stream i

F; [ kKW/K] Flow capacity of cold stream j

h; [ kW/mzK] Heat transfer coefficient for hot stream i
hj [ kW/mQK] Heat transfer coefficient for cold stream j
hcv [ kW/m2K] Heat transfer coefficient for cold utility
hau [ kW/mQK] Heat transfer coefficient for cold utility
Nr - Number of stages

Tin [K] Inlet temperature of hot stream i

T}” [K] Inlet temperature of cold stream j

T, [K] Inlet temperature of cold utility
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Parameters Units

o, [K] Inlet temperature of hot utility
vt [K]  Outlet temperature of hot stream i
e [K]  Outlet temperature of cold stream j
Ty [K]  Outlet temperature of cold utility
T [K]  Oultlet temperature of hot utility
Q [ kW]  Upper bound for heat exchangers loads
r [°C]  Upper bound for temperature difference
AT i [°C] Lower bound for temperature difference
Positive Units
Variables
Aijk [ m? ] Area of heat exchanger between hot stream i and cold stream j at stage k
Acui [ m? ] Area of heat exchanger between hot stream i and cold utility
Apuj [ m? ] Area of heat exchanger between cold stream j and hot utility
Zf;-[k [kW/K] Flow rate of the hot side of exchanger i,j,k
5,9 [kW/K] Flow rate of the cold side of exchanger i,j,k
tgk [K] Outlet temperature of the hot side of exchanger i, j, k
tgk [K] Outlet temperature of the cold side of exchanger i, j, k
dt;jk [K] Temperature approach between hot stream i and cold stream j at location k
dt cui [ K] Temperature approach between hot stream i and cold utility
dthu;j [K] Temperature approach between cold stream j and hot utility
LMTD;j, [K] Log mean temperature difference between hot stream i and cold stream j at
stage k
LMTD y; [K] Log mean temperature difference between hot stream i and the cold utility
LMT Dy, [ K] Log mean temperature difference between cold stream j and the hot utility
Qijk [ kW] Heat load between hot stream ¢ and cold stream j at stage k
Qewi [ kW] Heat load between hot stream i and cold utility
Ghuj [kW]  Heat load between cold stream j and hot utility
tik [ K] Temperature of hot stream i at hot end of stage k
ik [K] Temperature of cold stream j at hot end of stage k
Binary Variables
Zijk - Ezistence of the match between hot stream i, cold stream j, at stage k
Zewi - Ezistence of the match between hot stream i, and cold utility
Zhuj - FEzistence of the match between cold stream j, and hot utility

B.2 Model Formulation

The model formulation described here is based in a postulated stage-wise superstructure
depicted in fig. B.1 Yee and Grossmann, 1990. The number of stages N7, is normally set
to max { Ny, N¢}, where Ny and N¢ are the number of hot streams and the number of
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cold streams respectively. For each stage, the corresponding stream is split and directed
to an exchanger for each potential match between each hot and each cold stream. The
outlet temperatures are mixed, which then defines the stream for the next stage. The
outlet temperatures of each stage are treated as variables in the formulation.

STAGE 1 STAGE 2
I Hi1-C1 | H1-C1 |
| | |
| —;%L ! —L%L Iy
| | |
H1 — —i— — >

| » ) I N I
[ =2 I —ﬁéQ: I

e : H1-C2 : Hi-C2 :

4—< E!@l <~ Il <|= Cc1
| | |
| | |
I— | < c2
H2-C1 H2-C1

C2-HU : :
| |
| - |
| |
| |
| |
| |
| |

|

|

|

— r|—I
q |

|

|

|

|

Figure B.1: Two-stage Superstructure for two hot and two cold streams.

In the model formulation, an overall heat balance is needed to ensure sufficient heating
or cooling of each process stream:

SN Gr+ e = B (TR - TM), ic HP (B.1)
keST jeCP
kZS:T ‘XH:P Gijk + qnuj = Fj (T}m - ij) ; JjecCr (B.2)
S 1€

For each split, mass balances are performed to define the flowrates to each heat
exchanger:

> o =F, i€ HP, ke ST (B.3)
jecp
Z fgk = Fj, jeCPkeST (B.4)
i€HP

Energy balances around each heat exchanger are performed in order to define the outlet
temperatures of heat exchanger, which leads to equations with bilinear terms:

gij = Fil (i — ) i€ HP,j € CP,ke ST (B.5)
@ik = 150 (850 — tin ) i€ HP,j € CPke ST (B.6)

Energy balances around each mixer define the inlet temperatures of the stages, which
also involve bilinear terms:

Fitieyr = Y fihtih, i€ HP,k e ST (B.7)
jeCcpP

103



Fitj =Y fgkt?jk, jeCPkeST (B.8)
i€eHP

According to the superstructure, the assignment of the inlet temperatures is as follows:
tin =T\, i€ HP (B.9)
thVT-‘rl = T}n, j € CcP (B.lO)

Energy balances for the final utility units define the utility loads:

Geui = Fi (v = T™) icHP (B.11)
G = Fy (T2~ 1), jecp (B.12)

The constraints egs. (B.13) to (B.16) are used to ensure feasibility of temperatures.
They specify monotonic decrease in the temperatures along the stages:

tinr1 < ti, i€ HP,k € ST (B.13)
tik+1 < tjk, jeCP ke ST (B.14)
ti Npr1 < TP ic HP (B.15)
tjn > TP, jecCpP (B.16)

Upper bound constraints are needed to relate the heat loads ¢ with the binary variables
z. In the equations below €2 is an upper bound for the corresponding heat load. If the
heat load is not equal to zero the corresponding binary variable is set to one, otherwise
the binary variable can be 0 or 1, but the objective function forces the variable to be
zero in order to minimize the number of units.

Qijk — ijzije <0, i€ HP,j € CPk € ST (B.17)
Geui — Qizews <0, 1€ HP (BlS)
Ghuj — zhug < 0, jecCp (B.19)

In addition, big-M constraints are needed to ensure that the temperature approaches
only hold if the heat exchanger exists. The parameter I' is an upper bound for the
temperature difference. If the binary variable is equal to zero the equations are ensured
to be feasible. On the other hand, if the binary variable is equal to one, the temperature
differences are forced to act as an equality constraint in order to minimize the areas in
the objective function.

dtijr <t — tjn + i (1 — 2zijn) 1€ HP,j € CPk € ST (B.20)
dtijk1 < tige1 — tigp1 + Ui (1 — 2zi5n) 1€ HP,j e CP, k€ ST (B.21)
dtewi = tinp+1 — TE0 + T (1= Zeus) ie HP  (B.22)
dtpuj = TR — tjn + T (1= 2hug) jeCP (B.23)
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The trade-off between investment costs and operating costs are considered by adding the
following constraints:

dtijie > ATmin, i€ HP,j € CP,ke ST (B.24)
dteyi > Almin, 1€ HP (B25)
dthuj > ATin, jeCP (B26)

The next equations are necessary to calculate the area of each unit. The driving forces
are calculated by the logarithmic mean temperature difference for each heat exchanger:
dtjr — dtijret
In (dtiji/dtijrs)’

LMTD,j;, = i€ HP,j € CPk € ST (B.27)

And the area of process-process heat exchangers can be calculated by the following
equation:

Aiik = Gijn (h;l + hj‘l) JLMTD, i€ HP,j € CPk € ST (B.28)

Similarly for the utility exchangers, the temperature differences are calculated as follows:

e = (T2 ~ T

LMTD,,; = U i€ HP B.29
T T (] (T~ 1) (8.29)
dthy; — (Tiy — T
LMTDpyj = —r ( Ho_ t) : jecp (B.30)
In (dt,wj / (T;;U —Te ))
And the areas of the utility units by the following equations:

Acui = qeus (B '+ hty) /LMT Doy, i€ HP (B.31)

Ang = ag (B + gty ) /LMT Dy, jecpP (B.32)

Finally, the objective function for the total annual cost (TAC) and the complete model
are as follows:

TAC:minCCU Z Qeui T CHU Z Ghuj + € Z Z Z Zijk+c Z Zeui + € Z Zhugj

i€HP jecP i€HP jeCP keST i€CHP jecp
B B B
ta Y Y X Ajta ) Alita Y A,
i€HP jeCP keST i€HP jecp
(B.33)

The resulting MINLP model egs. (B.1) to (B.33) is nonconvex because the block of
egs. (B.5) to (B.8) involve bilinear terms, and also the egs. (B.27) to (B.32) are
non-linear and the objective function eq. (B.33) is also nonlinear. In addition, the
logarithmic mean temperature difference can cause numerical difficulties when driving
forces are the same at both side of the heat exchanger, then LMTD reduces to zero by
zero division, which is not determined.
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B.3 Changes

e Addition of variables to table of parameters - The parameters
(T8, T, ToWw T AT} were added to the table as they were not
previously present while references in the model were made.

e Removal of variables from the model - The variables {th;, tc;;} were removed as
their semantic meaning was identical to that of {¢;;,t;} respectively (The latter
has been kept in the model)

H

e Notation change in table of variables. {fc;jk, fhijr} — { fgk, ijk} respectively.

e Equations (B.3) and (B.4) - Removal of outer summation. Summation set placed
as a quantifier [k € ST.

From:

> > fik=F i€ HP

keST jeCP

Y. > fok=F jeCP

keSTi€HP

To (respectively):

S ot =F, i€ HP,k € ST
jeCcpP
S fS=Fj, je€CP ke ST
i€EHP

e Equation (B.6) - Variable change [tcjp+1 — tjr4+1]. Order of subtraction changed,
original equation implies g;;r < 0

From:

Gijk = [ (tcjk-i-l - tgk) ; i€ HP,j € CPk € ST
To:

dijk = fgk <t’gk - tjk+1) ) 1€ HP,j e CP,k € ST

e Equation (B.7) - Removal of quantifier [j € C'P]

From:
Fitiey1 = > fihti, i€ HP,j € CP,k e ST
jeCp
To:
Fitier1 = Y [l i€ HP.k e ST
jeCcP
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Equation (B.8) - Summation set changed [j € CP — i € HP], removal of
quantifier [i € HP]

From:
Fitin =Y fotss, i€ HP,j € CP,k € ST
jecrp
To:
Fitjw = > [Gitiin jeCPkeST
1€EHP

Equation (B.19) - Reordering of equation (Semantics unchanged)
From:
Thuj < Q) 2huj, jeCP
To:
Ghuj — Qjzhuy <0, jEeCP

Equations (B.22) and (B.23) - Variable change due to inconsistent naming
[{TCU TH U} — {T&‘},T}}‘%}}} respectively (Semantics unchanged)

out » ~out
From:
dtewi = tinT+1 — TSY + T (1 = Zews) ie HP
dtpuj = THY —tj1 +T; (1 — 2p45) jeCP

To (respectively):

dtewi = ti Np+1 — Tgqut + I (1 — Zcm‘) , 1€ HP
dthuj = %uUt — tjl + Fj (1 — zhuj) , j € CP

Equations (B.24) to (B.26) - Changed inequality directions [<—>]

From:
dtz’ijATmim iGHP,jGCP,kGST
dtcui < ATmin, 1€ HP
dthuj < ATin, jeCP

To (respectively):

dtiijATmin, 1€ HP,j e CP k€ ST
dtew; > ATyin, 1€ HP
dthuj > ATin, jeCP
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e Equation (B.33) - Replacement of variables [{qcui, Ghuj} — {Zcuis Zhuj}]
respectively

From:
TAC =mincou Y Gewi +CHU D, Ghuj +C D, . D Zigk+€ D Qewi T Y Qhuj
i€HP jecp i€HP jeCP keST i€HP jecp
B B B
to ) D ) Ata ), Agita ) A,
i€HP jECP keST i€HP jecp
To:
TAC = minccy Z Qeui + CHU Z Qhuj + € Z Z Z Zijk t ¢ Z Zeui T € Z Zhugj
i€HP jecp i€HP jECP keST i€HP jecp
B B B
ta ) D D Apta ) Anita ) A,
i€HP jECP keST i€HP jecp

108



C Analysis of LMTD

Here we carry out a similar proces to that found in section 3. Some of the results
presented here have been proven before by Zavala-Rio, Femat, and Santiesteban-Cos
these are the limit of [, the gradient of [ and the continuously differentiable property of [,
we present an alternative proof. The proofs we present were derived prior to finding the
proofs given by Zavala-Rio, Femat, and Santiesteban-Cos.

We will prove existence of limits and that the log mean temperature difference, I, is
concave.

C.1 Function Definition

We begin by defining the log mean temperature difference, for simplicity we will use the
label [ when referring the function.

First we define the following set, the domain of {.
S*Z{(w,y)T‘fv,y>0,m#y}

The log mean temperature difference, [ : S* — R is defined as

r—y

l(x’y)_ln@

Y

We also define the gradient and Hessian of [, the derivations for these functions is
presented in appendix F.

The gradient of I, VI : S* — R? is defined as

Vi (2, y) = In (w)"2 (w_l + In (w) — 1)

w—In(w) —1

The Hessian of I, V2] : §* — R?*? is defined as

1 —w

a1
VA (z,y) =y~ In (w) " k (w) ( v )
where
E(w)=14+w+2w " n(w)' —2In (w)™!
C.2 The Limits of LMTD

We will prove that the limits of I, VI and V?[ over the set

S:{(az,y)T'x,y>0}

do exist and we will state their values.
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(a) LMTD, I (b) I viewed as a heat map in the z, y plane

Figure C.1: Plots of the log mean temperature difference

We can see, from fig. C.1a, the indeterminate set of points. Intuitively, we establish that
the limit appears to exist as the defined values of [ seem to converge to the same point
as we approach (c,c)’, ¢ > 0. fig. C.1b shows that if we represent the function in polar
form, the indeterminate set of points in the cartesian system collapse to a single angle in
the polar system.

The proof presented here is similar to the proof given in section 3.4 and the limit will be
proven via polar coordinates, where the limit being proven is:

(r,0)7 — (rc, %)T

where r. = ¢v/2 > 0

C.2.1 Evaluation of the Limit

We will now evaluate the limit this will be done by making use of theorems 2.1 and 2.3.

Polar Representation of |
We derive the polar representation of | by making the transformations defined by
egs. (3.2) to (3.4).

lrg (r,0) =1 (rcos(f),rsin(0))
_ rcos(f) — rsin(0)
In (cot())
~cos(f) —sin(#)
In (cot(6))

_ . 9100)
= f(r) 7(0) (C.1)

f(r) is clearly well defined for all r > 0.

110



The function g;gzg is well defined except possibly for

i
9=17

On inspection we find that the  parametrised parts of [ at 7 evaluates to a fraction of
the form %, this is where we shall use theorem 2.3.

In eq. (C.1), we see that the resulting polar representations give a set of separable
functions parametrised by independent variables, r and 6, this is where we shall use
theorem 2.1.

Evaluation of the Derivatives
The derivation of the following derivatives can be found in appendix H.

We begin our analysis with g2(6) as this indicates how many derivatives we will require
from ¢;(0) if a limit is to exist i.e. we continue to take derivatives until the first
non-zero is found.

92("/2) = In (cot(*/4)) = 0
g5("/4) = — csc(T/4) sec(T/4) = —2

Here we see that the only necessary requirement on g; is

91("/4) =0
On evaluation we see that this property holds.
91("/4) = cos("/4) = sin("/4) =0 (C.2)

91 ("/4) = —sin(7s) — cos("a) = — V2 (C.3)

The Limit
By theorem 2.3 we get the following results:

n(a) _a(Ve) _—vV2 1
92("1)  (/e) -2 V2
Hence the limit of g;gzg is finite (well defined) at 7.

We can now evaluate the limit of [ using theorem 2.1.

i -91(9)— im f(r ime) =c L
(r,e>£f2,ﬂ/4>f ) 92(0) Ll%f ( )} L)L% 92(9)] v2 V2

But ¢ was simply the value of z (and y) hence we get the following result

1
Ve > 0, lim l(z,y) = -

(@y)T = (c,0)" ¢
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Let
S:{(az,y)T’x,y>0}

The log mean temperature difference, [ : S — R, is defined as

x, T=1y
L@y =1 oy
(7, 7Y

Using a similar process, we can evaluate the limits of Vi(x,y) and V2I(x,y), this is
presented in appendix D.

C.3 Well Defined Formulation of LMTD

Having calculated the limits of [, VI and V?[ at any indeterminate points and showing
that they exist we can define the well defined formulations for these functions.

Definition C.1.
The log mean temperature difference

[:S—=R
its gradient
Vi:S — R?
and its hessian
V28§ — R?X?

are defined as

x, T=1y

l(z,y)=4q -y
, THY
In (%/y)
1, B
1/2 ’ r =Yy
Vi (xz,y) =
(@y) o (w4 In(w)—1

In (w) v n(w) 1) TF#yY

1 (—1 1 )

~ ) r=1y

6z \ 1 -1

VA(2,y) = 1
Y~ (w) 2k<w>( ) vy
1 —w

where

E(w)=14+w"+2w ' n(w)' = 2In (w) ™!
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The above definition has been shown to conform to the limits of the respective: function
definition, derived gradient and derived Hessian of [ i.e. the function evaluates to its
limit for all points of its domain, we therefore conclude that

leC?

that is: [ belongs to the set of twice continuously differentiable functions.

C.4 Properties of LMTD

Having a continuously differentiable definition of [ over a convex domain, we can classify
some properties of the function. Unless stated otherwise the properties presented here
have a similar proof to an equivalent property for m presented with proof in section 3.6.

C.4.1 Symmetry

Lemma C.1.
For all (z,y)T € S

Iy, x) = l(z,y)

Vi(y,z) = (? 1

0) Vi(z,y)

C.4.2 Bounds

Proposition C.1.
Yz, )T € S,e#yIt>0 st Ut t)>1(z,y)

Proposition C.2.

Proof.
Since

the result follows from corollary 3.1.

Proposition C.3.
Let (z,y)t € S.

o If we fixy and let x vary then l(z,y) is strictly increasing

o If we fix x and let y vary then l(z,y) is strictly increasing
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Proposition C.4.
Let l,u € R such that 0 <l < u

Over the set
Siiu) = { (z,y)" ) I <2,y < U}
the unique bounds of | are given by
min  (x,y) =1(,]) =1
()T ey (@y) .0

max l(x,y) =l(u,u) =u
(x’y)Tes[l,u] ( ) ( )

C.4.3 Concavity

Proposition C.5.
The log mean temperature difference

l(z:,y): lflz )

x
Y
is concave over the sets
81:{(x,y)T‘0<y<x}
ng{(x,y)T‘0<x<y}

Proof.

We use the substitution w = %, this means that S; and S can be defined as

Si={w|lw>1}
52:{w|0<w<1}

The union of these sets is
S={w|w>0,w#1}

The hessian of [ is

_ap—1 1
2 — 1 -2 w
Vi(ay) =y ) k) (T
where

k(w)=1+w"' 42w In(w)™" = 2In (w) ™

For concavity, we require for V2 (z,y) to be negative semi-definite.
Since w # 1 we have that V2 (z,y) is well defined.

As y~lln (w)f2 > 0, for [ (z,y) to be concave the following matrix has to be negative
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semi-definite.

A is negative semi-definite if —A is positive semi-definite.

“A =k (w) <“ill :Ul>

The matrix

is positive semi-definite, this can be shown directly
vIBv = w_lv% + wv% — 20102
1 1 2
= (w*§v1 — wﬁvg)
>0, VvelR?
As —A = k (w) B we require that
VweS, k(w)>0

To show this we make a substitution for w.
As w > 0 we know the following will be true

dn e R\ {0} s.t.w=¢€"

ie. n=1In(w)
Hence

E(w), wesS
is equivalent to
k(e") where n=In(w)

We wish to show that k (e”) >0, VneR\ {0}
We have

kiin) =k(e) =14+e ™ +2"In(e") ' —2In(e") !
=1l+e " +2 "t —2n7t

If we separate n > 0 and n < 0 we get the following cases:

e Case1: n >0

Ein)=14e " +2 "n~t —2n7!

115



=n"te ™ (ne" +n+2—2e")
As n > 0, we have
n~te™™ >0
Hence to show that kq(n) > 0 for n > 0 we need to show that

Vn >0 ne"+n+2—-2e">0

e Case 2: n<0
If we let p = —n, we have p > 0 and

ki(n) = ki(=p) = 1+ ¢ +2¢" (—p) "' = 2(-p) "
=1+eP —2Pp L4 2pt
=p ' (pe’ +p+2—2¢")
As p > 0, we have
p*1 >0
Hence to show that k1(—p) > 0 for p > 0 we need to show that

Vp >0 peP +p+2—2eP >0

The resulting conditions, egs. (C.5) and (C.6) are identical.
We will show that

Vn >0 t(n) =ne"+n+2—2e">0
First we note that
t(0) =0
The derivatives of t are

t'(n) =e" +ne" +1—2e"
=ne” —e" +1
t"(n) = e" +ne" —e"

= ne”

We have that

and

(C.5)

(C.6)



Using proposition 2.1 we get

VYn > 0 t(n) >t(0)=0 (C.10)

This shows eq. (C.4) and therefore that V2[ (x,y) is negative semi-definite.

Proposition C.6.
The log mean temperature difference

s concave over its entire domain, S':
$={(@y"|zy>0}

Proof.
We have by proposition C.5 that [ is concave over

81:{(x,y)T‘0<y<x}
ng{(x,y)T‘0<x<y}

We already know that
1€C?
therefore only concavity over the set
S*:{(x,x)T‘x>O}

remains to be shown, we do this by analysing V?I(x,y) over S*.

For I(z,y) to be concave over S*, we require for V2I(z,y) to be negative semi-definite
over S*.

This can be shown directly,

1 -1 1
VveR? vIV3(z,x)v = 2 vl ( ) 1) v

= %2 (—v% + 2v1v2 — v%)

1

= _67[5 (’U% — 21)1'1)2 + U%)
1

=gz 1)

<0
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The inequality holds as x > 0
Hence, we have shown that V2I(z,y) is negative semi-definite over S*.

This result along with proposition C.5 and the twice continuous differentiability
property of [ shows that (z,y) is concave over S.
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D Limits of | Gradient and Hessian

The proofs presented here are similar to the proof given in section 3.4 and the limit will
be proven via polar coordinates, where the limit being proven is:

(r,0)T — (rc, Z)T

where 7, = ¢v/2 > 0

D.1 Limit of VI

The gradient of [ is defined as

w4+ 1In (w) — 1
w—In(w) —1

Vi (z,y) = In(w) "> (
_ (l/z (wﬂ)
ly (z,y)
Polar Representation

We derive the polar representations of I/ (z,y) and lg/ (x,y) separately by making the
transformations defined by egs. (3.2) to (3.4)

U9 (r,0) = I, (r cos(8), rsin())

_ tan(f) + In (cot(f)) — 1
B In (cot(8))?

lgr’e} (r,0) = 1, (r cos(f),sin(6))
_ cot(f) —In(cot(f)) — 1
B In (cot(6))?

Evaluation of the Derivatives

The derivation of the following derivatives can be found in appendix H

We begin our analysis with ¢g(6) as this indicates (for both functions) how many
derivatives we require if a limit is to exist.
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9("/a) = In(cot(7/))*

=0

g'("/4) = — 2csc("/4) sec("/1) In (cot("/4))
=0

g"("/4) = 2csc®(™/4) In (cot(T/4)) — 2sec?("/4) In (cot (/1)) + 2 esc?(™/4) sec?(™/4)
=8

Here we see that the following are necessary requirements in order for a limit to be
proven to exist by I’Hopital’s rule.

g ("/1) =0, g ("/1) =0
g[y] ("/4) =0, g[y]'(fr/4) -0

On evaluation we see that these properties hold.

Evaluation of derivatives of ¢*/(9) at T

g (/4) = tan("/4) + In (cot("/4)) — 1 =0
g ("/a) = sec® (1) — ese(7a) sec("/a) =0
g (7/4) = 2s0c®(4) tan("/ ) + csc® (/) — sec® (/1) = 4

Evaluation of derivatives of g¥l(f) at T

g¥(7/4) = cot("/4) — In (cot(7/4)) — 1 =0
9" (7/4) = — csc®("/4) + esc("/a) sec("/4) =0
g (") 1) = 2 s ("a) cot("/a) — esc®(Ta) + sec®(T/4) = 4

The Limit

By I’'Hopital’s rule we get the following results:

g () _ g™ () _
9("/4) 9"("/4)
g¥(a) _ ¥ ("/) _
9("/1)  g"("4)

O I~ Col b
N = N =

These limits are respectively the limits of I, and [}, as (x,y) — (¢, ¢).

Hence we can define the value of VI as follows
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Let
S:{(az,y)T’x,y>0}

The gradient of the log mean temperature difference, VI : S — R?, is defined as

()
Vi(z,y) = >

o (w4 In(w)—1
ln(’w) (w—ln(w)—l)’ .’L'#y

D.2 Limit of V2

The Hessian of [ is defined as

2 —wt 1
V2 (2,y) =y In (w)” k(w)( | _w>

where

E(w)=1+ w4+ 2w n (w)_1 —2In (w)_1

Polar Representation

We derive the polar representations of I, Iy, and Ijj, separately by making the

transformations defined by egs. (3.2) to (3.4)

U0 (r, 0) = 1, (r cos(6), rsin(6))
= —rLsec(f) In (cot(h)) > (In (cot(f)) + tan(f) In (cot(8)) + 2tan(h) — 2)

)
-1 sec (0) In (cot(0)) + sec (0) tan(#) In (cot(#)) + 2 sec (0) tan(h) — 2 sec (6)
In (cot (6))*

glee]
— f[m] (r). ((>9)
Ly (r,0) = 17, (r cos(6), rsin(6))

=7 ese (A) In (cot (0)) 2 (In (cot () + tan(f) In (cot (A)) + 2 tan(d) — 2)

=7 1n (cot ()3 (csc (A) In (cot () + sec(f) In (cot (8)) + 2sec(h) — 2 csc (A))

_ -1, ose (0)1In (cot (0)) + Sec( ) In (cot ( ) + 2sec(f) — 2csc ()

t

In (cot ()
[ary]( )
_ fleyl .
1l-0(r, ) = 17, (r cos(6), 7 sin(6))

= —r~Lcot(0) esc(f) In (cot(0)) 2 (In (cot(h)) + tan(6) In (cot(6)) + 2 tan(h) — 2)
1 csc(6) In (cot(0)) + csc(f) cot(F) In (cot(#)) + 2 csc(f) — 2 csc(f) cot(6)
In (cot(6))?
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[vy]
e 97) (9)
f¥9(r) 400)

In the above derivations, we see that the resulting polar representations give a set of
separable functions parametrised by independent variables, » and 6.

These functions are well defined except possibly for

™
i=7

On inspection we find that the  parametrised parts of [ at 7 evaluates to a fraction of
the form %. For limits of this form, we can use ’'Hépital’s rule, repeatedly if need be.

Evaluation of the Derivatives

On evaluation we find that we require more than simply the first derivatives, the
derivation of these can be found in appendix H.

We begin our analysis with g(6) as this indicates (for all three functions) how many
derivatives we require if a limit is to exist.

The derivatives of g(#) evaluate as follows:

9("/4) = In (cot("/4))?
=0
g ("a) = — Bese(™/a) sec("/4) In (cot(T/4))
=0
g"("1) = 3csc®("/4) In (cot(7/4))? — Bsec® (/4) In (cot(T/4))”
+ 6 .csc?(™/4) sec?(™/4) In (cot(™/4))
=0
g(?’) ("/4) = 18 seCS(”/4) csc(™/4) In (cot("/4)) — 18 CSCB(”/4) sec(™/4) In (cot(™/4))
— 6csc?(™/4) cot(™/4) In (cot(“/4))2 — 6sec?(™/4) tan("/4) In ((:0‘5(’7/4))2
—6csc(™4) sec("/4)
= —48

Here we see that the following are necessary requirements in order for a limit to be
proven to exist by I’Hopital’s rule.

g[;m} (7r/4) _ 0’ g[af}af,‘]/(ﬂ'/4) _ O, g[;m}//(W/4) -0
g™ (/1) =0, g (")4) = 0, g™ (")) =0
g[yy] ("/4) = 0, g[yy]/(ﬂ/4) =0, g[yy]'/(W/4) -0

On evaluation we see that these properties holds.
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Evaluation of derivatives of g[**1(f) at T

g (7/4) = sec(7/a) In (cot (/) + sec (7/4) tan(7/) In (cot (/1))
+ 2sec ("/4) tan("/4) — 2sec ("/4)
=0
9= (714) = sec3 (") In (cot (7/4)) + sec("/) tan?("4) In (cot (7))
+ sec(™/4) tan("/4) In (cot (7/4)) — sec®(™/4) csc(™/4) + sec3("/4)
+ 2sec("/4) tan?("/4) — 2sec(™/4) tan("/4)
=0
g (7/4) = 5sec® (") tan(7/a) In (cot (/) + sec("/4) tan® (/) In (cot (7/4))
+ sec(™/4) tan?("/4) In (cot (™/4)) 4 sec®(™/4) In (cot (7/4))
—sec?("/4) ese(/4) — 5sec®("/4) + sec(™/4) csc(T/4)
+ 6sec®("/4) tan("/4) + 2sec(™/4) tan®("/4) — 2sec(™/4) tan?("/4)
=0
g (/) = 18 sec®("/4) tan?("/4) In (cot (/1)) + 5sec’("/4) In (cot (*/4))
+ sec(™/4) tan® ("/4) In (cot (7/4)) + sec("/4) tan®("/4) In (cot (™/4))
+ 5sec®(™/4) tan("/4) In (cot (7/4)) — 3sec®(™/4) — sect(™/4) cse(™/4)
+ sec®(™/4) esc("/ 4)
— 20sec®("/4) tan(™/4) + sec®("/4) esc(™/4) — 2csc3(/4)
+ 23sec3("/4) tan?(™/4) + 2sec("/4) tan*(™/4) — 2sec("/4) tan®(™/4)

= — 82

Evaluation of derivatives of ¢/*¥/(6) at T

g (" 4) = cse("a) In (cot(T/a)) + sec("/a) In (cot(7/4)) + 2sec(7/4) — 2esc(7/4)
=0
g7 (2) = see("/s) tan("/a) I eot(7/a))  cse("/a) cot () n cot(7.)
— esc?(74) sec(s) — sec () cse("/)
+ 2sec("/4) tan("/4) + 2 csc("/4) cot("/4)
—0
7 (74) = s (") In (cot("/4)) + sec () I (cot(7/4)) — sec?(7/a) + esc?(7/a)
+ csc(™/4) cot?("/4) In (cot("/4)) + sec("/4) tan?(™/4) In (cot(™/4))
+ 2sec(™/4) tan?("/4) — 2 csc(™/4) cot?(7/4)
+ sec("/4) csc2(7r/4) —csc("/4) sec2(7r/4)
—0
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g (7/4) = 5sec® (") tan("/a) In (cot (/) — 5 esc®(/a) cot(/4) In (cot("/4))
+ sec("/4) tan®("/4) In (cot(T/4)) — esc(™/4) cot3(7/4) In (cot(™/4))
—sect(™/4) esc(T/4) — csct (™)) sec(™/4) + 2sec(™/4) tan®(™/4)
+ 2csc(™/4) cot®(7/4) + sec?(™/4) cse(™/4) — 2esc®(T/y)
+ csc?("/4) sec(/4) — 2sec®("/4

= —8V2

)
)

Evaluation of derivatives of g¥¥/(9) at 1

g (7 1) = esc (7/4) In (cot (/1)) + ese (/a) cot (T/a) n (cot (7/a)) + 2esc (7/4)
—2csc("/4) cot (/1)
=2v2-2V2
=0
g ("/a) = — esc (4) cot (/) In (cot (7/4)) — esc (T/a) cot® (/) In (cot (/1))
—csc® ("/4) In (cot (7/4)) — csc? (7)) sec (*/4) + esc® (7/4)
+ 2csc (7/4) cot? ("/4) — 2csc (7/4) cot (7/4)
=0
g (") 1) = 5 ese® (7/4) cot (T/a) In (cot (/a)) + esc (/) cot® (7/4) In (cot (/1))
+ csc (™/4) cot? (7/4) In (cot (*/4)) + csc® (7/4) In (cot (7/4))
+ csct (7/4) sec ("/4) + 5esed (7)) — ese (7)) sec? (/4)
— 6csed (M) cot (/) — 2cse (T/4) cot® (7/4) + 2cse (T/4) cot? (7/4)
=0
g (1) = —18csc® (a) cot® () In (cot (/1)) — 5ese® (7/a) n (cot (T/a))
—csc ("/4) cot ("/4) In (cot (7/4)) — esc (7/4) cot® (*/4) In (cot (7/4))
— 5csc® (7/4) cot (/4) In (cot (7/4)) — 3esc® (7/4) — esct (7/4) sec (/1)
+ csc? (7/4) sec? ("/4) — 20 esc® (/4) cot (T/4) + esc? (T/4) sec (*/4) — 2sec® (7/4)
+ 23 csc® (™/4) cot? (7/4) + 2csc (*/4) cot? (7/4) — 2cesc (7/4) cot® (T/4)
= —8/2

The Limit

By I'Hopital’s rule we get the following results:

gl (/) g[m B —8/2 V2
9(*/9) ¢ () 48 6
g[ry}(W/4) B [ry](i% (/1) —82 B V2
g("a) — gI(f) 48 6
gl (7/4) g[yy](3 ("1)  —8/2 V2
9("/4) 9O (s) 48 6
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We can now evaluate the limit of V21

First we calculate the limit of the second order derivatives:

lim lm(a:,y)z lim [f[ ](7‘)} lim l 9(9) ]

(xvy)_)(cvc) T=Te 9_)7r/4
1 V2
= —r] c
__ 1
 6¢
[=v](9)
i " - I [yl (). . i g
i G w) = Jim [0 03334[ 9(0)
L2
¢ 6
_1
~ 6e
e
i " — 1 Wyl (r).| . 1 g
Lt = i [0y g |20
1 V2
€ 6
__1
 6¢

But ¢ was simply the value of x (and y) hence we get the following result
Let

S:{(x,y)T‘x,y>0}

The Hessian of the log mean temperature difference, V21 : § — R2*2 | is defined as
1 /(-1 1
—_— "L‘ —_—
6z \ 1 —1)° Yy

V3 (x,y) = gy

where
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E Limits of m Gradient and Hessian

The proofs presented here are similar to the proof given in section 3.4 and the limit will
be proven via polar coordinates, where the limit being proven is:

(r,0)T — (rc, Z)T

where 7, = ¢v/2 > 0

E.1 Limit of Vm

The gradient of m is defined as

S (e

Polar Representation

We derive the polar representations of mj, (x,y) and my, (z,y) separately by making the
transformations defined by egs. (3.2) to (3.4)

m 0 (1, 0) = m!, (r cos(0), rsin(0))
_1-In (cot(f)) — tan(0)
(rcos(f) — rsin(9))?
—o 1 —1In(cot(#)) — tan(6)
(cos(8) — sin(&))2

q"1(0)
q(0)
mfy[r’e] (r,8) = my, (r cos(6),rsin(6)

)
_1+In (cot(f)) — cot(h)
(rcos(0) —r sin(ﬁ))2
5 1+ (cot(8)) — cot(0)
(cos(f) — sin(f))?
. ‘q[y](g)
q(0)

These functions are well defined except possibly for

s
o="
4
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Evaluation of the Derivatives

The derivation of the following derivatives can be found in appendix I

We begin our analysis with ¢(6) as this indicates (for both functions) how many
derivatives we require if a limit is to exist.

2
q("/4) = (cos(™/4) — sin("/4))? = (\}i _ \}5) —0

0=-son(25) =)
")) = tsin (27 —aan () =4

Here we see that the following are necessary requirements in order for a limit to be
proven to exist by I’Hépital’s rule.

¢“1("/4) = 0, ¢V("4) =0
¢¥("/4) =0, ¢W'("4) =0
On evaluation we see that these properties hold.
Evaluation of derivatives of ¢[*/(4) at T
¢ ("/4) = 1 = In (cot(7/4)) — tan("/s) =0
g (7/a) = esc(7/a) sec(7a) — sec?(7/4) =0

AV (71) = sec? (7 4) = cse* (") 1) = 2sec (1) tan (")) = 4

Evaluation of derivatives of ¢[¥/(9) at 1

g1 (/1) = 1+ 1n (cot(7/4)) — cot("/s) =0
9" (" 4) = — ese(7/a) sec("/a) + cs¢®(7/a) =0
g ("/4) = cs¢®(/a) — sec® () — 2 esc? (/) cot(7/4) = -4
The Limit

By I’'Hopital’s rule we get the following results:

/) _ a ) _ A

a(/y) @70
¢“I(a) _ d(a) _ 4
a0 )4

We can now evaluate the limit of Vm
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First we calculate the limit of the first order derivatives:

lim  m) (z,y) = {lim p(r)} - | lim a"1(0)
(@) =(ee) rTe 6-m/a q(0)

=7t (=)
1
2c2

lim  m) (x,y) = {lim (r)} lim 4"(0)
(@gimleo) ¥ Y rore 6—7/1 q(0)

=r 2. (=1

C
_ 1
2c2

But ¢ was simply the value of x (and y) hence we get the following result
Let

S:{(m,y)T’x,y>0}

The gradient of the reciprocal of the log mean temperature difference, Vim : S — R2, is

defined as
71/23:2 T=y
_1/2£E2 ,
Vm (x,y) =

—In(w) — w1
1 (11() )733%3/

(@—)? \ 1+ (w)—w

E.2 Limit of V?m

The Hessian of m is defined as

2m (2, y) = 1 <2ln (w) +4w ! —w?2-3 w—wl-2n(w) >

(x —y)* w—wt—2In (w) 21n (w) — 4w + w? + 3

Polar Representation

We begin by deriving the polar representation m/., m;’y and mgy separately by making

the transformations defined by egs. (3.2) to (3.4) of the second order derivatives.

m;’EZ"’} (r,0) = ml _(rcos(6),rsin(0))
B (1 cos(f) —1 rsin(f))? (2 In (cot(9)) + 4 tan(6) — tan®(f) — 3)
- 21n (cot(0)) + 4 tan(f) — tan?(0) — 3

B (cos(0) — sin(&))?’
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= pl*2l(7). 0
m;/[yr,@} (r,8) = my, (rcos(f), rsin(6))
- ! (cot(6) — tan(6) — 21n (cot(6)))

(rcos(f) —r sin(&))?’
_ 3 cot(f) — tan(f) — 21n (cot(d))
(cos(0) — sin(@))3

4] (9)
— plevl(y ()
p(r) 400
miyy ¥ (r,0) = my, (x,y)
1

= Geos@ @)y (21 (cot(9)) — 4 cot(6) + cot®(6) + 3)

I 21n (cot(#)) — 4 cot() + cot?(9) + 3
(cos(f) — sin(0))?

In the above derivations, we see that the resulting polar representations give a set of
separable functions parametrised by independent variables, r and 6.

These functions are well defined except possibly for

™
b=1

On inspection we find that the § parametrised parts of m at § evaluates to a fraction of
the form %. For limits of this form, we can use ’'Hopital’s rule, repeatedly if need be.

Evaluation of the Derivatives
On evaluation we find that we require more than simply the first derivatives, the
derivation of these can be found in appendix I.

We begin our analysis with ¢() as this indicates how many derivatives we require if a
limit is to exist. i.e. We continue to take derivatives until the first non-zero is found.

The derivatives of ¢(#) evaluate as follows:

q("/4) = (cos ("/4) = sin ("))’

=0

¢ ("/a) = —3cos(2(7/4)) (cos ("/4) — sin ("/4))
=0

¢" ("/4) = 65in (2("/4)) (cos (/) — sin (/1)) + 3 cos (2(7/4)) (sin (7/4) + cos (7/4))
=0

¢®) ("/4) = 15 cos (2("/4)) (cos (*/) — sin ("/4)) — 12sin (2("/4)) (sin ("/4) + cos (7/4))
= —12V2
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Here we see that the following are necessary requirements in order for a limit to be
proven to exist by I’Hépital’s rule.

g™ (")4) =0, ¢ ("/4) = 0, ¢ V(" 4) =0
q[azy] (7r/4) _ O, q[xy]/(ﬂ'/4) _ 07 q[xy}//(ﬂ'/4) -0
q[yy] ("/4) =0, q[yy]/(W/4) =0, q[yy}//(W/4) -0

On evaluation we see that these properties holds.

Evaluation of derivatives of ¢[**(6) at T

¢ (7/4) = 2In (cot (/4)) + 4 tan (/) — tan® (7/4) - 3
=0
gV ("/4) = — 2csc (/) sec (7/a) + 4sec® (4) — 2sec” (7/4) tan (7/4)
=0
gV (/) = 2es? (7/4) — 2sec? ("/4) + 8sec? (7/4) tan (7/4)
— 4sec? ("/4) tan® (*/4) — 2sect (7/4)
=0
g3 (") 4) = 16sec® ("/4) tan® ("/4) — desc® (7/4) cot (7/4) — dsec® ("/4) tan (7/4)
+ 8sect ("/4) — 8sec? (*/4) tan® ("/4) — 16sect (7/4) tan (*/4)
= —32

Evaluation of derivatives of ¢l*¥/(#) at 1
q"(7/4) = cot("/a) = tan("/a) — 21n (cot(7/a)
=0
¢ (7)) = — esc®(4) = sec®(4) + 2ese("/a) see(7/a)

q[cl?y]//(ﬂ'/4) _

)

sc?(™/4) cot("/4) — 2se(:2(“/4) tan(™/4) — 20802(“/4) + 2sec?(™/4)

0
q[wy}(3) ("/4) = — 4(35(:2(“/4) cotQ(”/4) -2 csc4(”/4) — 4sec2(“/4) tan2(“/4)

— 2sec(™/4) + 4 esc?(/4) cot(T/4) + dsec?("/4) tan(™/4)
—16

Evaluation of derivatives of ¢*¥(6) at 1

q¥"1(7/ 1) = 21In (cot("/4)) — 4 cot("/a) + cot?("/4) + 3
=0

@ (")4) = = 2esc(T/a) sec(T) +dese*(T/a) = 2esc?(a) cot(Ta)
=0
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g (7)4) = 2086 ("/4) — 2sec? (/) — Besc®(7/4) cot("/4)
+ 4 csc®("/4) cot* (/) + 2esct (7 4)
=0
g (7)) = — desc®(4) cot(T/a) — Asec®(4) tan("/ ) + 16 s (/) cot® (/1)
+8csc?(Ta) — 8ese®(T/4) cot®(7/4) — 16 esc? (/) cot(T/a)
= — 32

The Limit

By 'Hopital’s rule we get the following results:

Pl (/1) q[m}(3)(7f/4) =328
o("/)  dO(Ve)  —12v2 3V2

g ()y) () 16 4
a™)  ® () —12v2  3V2

v (7/4) B IS =32 8

o) dOFL) 122 32

We can now evaluate the limit of V2m

First we calculate the limit of the second order derivatives:

[ ql=21(6) ] 8 2
. I s [z] T ql( _ .3 __“
(x,y1)1£n>(c,c) m$$($7 y) o rlggc [p (T)] 92%4 q(e) —Te 3\/§ N 3¢c3
[ l=vl ()] 4 1

. " T [zy] BT q ( ) _ .3 -
o ™0050) = Ji ], | SR =025 = g
[ alvvl () ] ] 2

: " ~ i Lol (] . g 2O s 8 2
e myy(2,y) = lim [p (r)} o 40 | T e 38

But ¢ was simply the value of z (and y) hence we get the following result

Let

S:{(:U,y)T’x,y>O}

The Hessian of the reciprocal of the log mean temperature difference, V2m : S — R2*2,
is defined as

1 <2 1)
P ) :I":y
3x3 \1 2

Vim(z,y) =

1 (21n(w)+4w_1—w_2—3 w—w"! —2In (w) ) y
» TFY

(z = y)’ w—w! = 2In (w) 2In (w) — 4w +w? + 3
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F Derivation of | Gradient and Hessian

Throughout this derivation we make use of theorem 2.2.
Function definition:

Y =)

F.1 Gradient Derivation

Partial derivative of [ w.r.t z

ly (z,y) = ln(mly)g (ln (”;j) - % (z — y))

" (aﬂl/y)2 (ln (Zj) teo 1)

=In ()" (w™ +In (w) — 1)

Partial derivative of [ w.r.t y

F.1.1 Gradient of [



F.2 Hessian Derivation
Second partial derivative of [ w.r.t x

The partial derivative of [ w.r.t = is

Y+ (%) =1

S = 2

we will differentiate this again w.r.t. x.

We split the sums and differentiate them separately, we will then form the second partial
derivative.

e For In (%/,)"
UONESON
=—2'ln (w)_2

e For In (“3/3/)_2

y/a:
o For 15,y
uzgzw—l’ u;f_%_ 11
x x
2 2
vzln($ =In (w)?, U;:ln($>:2aj n (w)
Yy Z Yy
Y/, / _ —z lw!In (w)? = 2z~ w1 1n (w)
()", In (w)*
=z lw I (w) — 22 tw !
In (w)?

Hence the second partial derivative of [ w.r.t x is
" (x,y) = —2 o n (w) 2 = 227w In (w) ™ + (—x_l In (w)_2> - (—233_1 In (w)_?’)
= —z 'n(w 2<1+w + 2w In (w)~ 1—2111(11))_1)

= —y 'n(w) 2w (1 +w 2w In(w)"t = 21n (w)fl)
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Second partial derivative of [ w.r.t y

The partial derivative of [ w.r.t y is

Yy —In(%/y) — 1
In (:C/y)2

Ly (x,y) =
we will differentiate this again w.r.t. y.

We split the sums and differentiate them separately, we will then form the second partial
derivative.

e For ﬁ
_Z I T -1
u-;—w, uy——?——wy
2
z 2 / 2 z -1
vzln() =In(w)”, vz—ln()——Qy In (w
” (w) =m0 (w)
( /y ) —wy~ i (w)” + 2wy~ In (w)
(7,2 ) | In (w)’
~ 2wyt —wy ! n (w)
In (w)?

= 2wy~ In (w) ™ — wy ™ n (w) 2

e For In (%/,)"

e For In (*/,)">

(+G)7), o)

= 2y71 In (w)f3

Hence the second partial derivative of [ w.r.t y is

3 3

_ -1 — -1 —2 -1 -2 1 _
lyy (,y) = 2wy In(w)™” —wy " In(w)" -y In(w)”" =2y In(w)
=2wy 'In(w) " —wy ' In(w) 2 —y tn(w) F =2y tn (w)?

= —y 'In(w) ?w (1 +w 42w n(w)"! = 2In (w)fl)
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Mixed partial derivative of | w.r.t = and y

The partial derivative of [ w.r.t z is

_ YatIn () -1
In (+/,)°

lo(2,y)
we will differentiate this again w.r.t. y.

We split the sums and differentiate them separately, we will then form the mixed partial

derivative.

* For ity
’u/:g:u}_l7 u{y:—:[[,‘l
x x
2
v=In (x) =In (w)?, v, =—=1In (m) = -2y 'n (w)
) ) )

In (w)*
7 n (w) + 2wty ™!
In (w)?
=z 'n(w) 2+ 20y n (w)

e For In ("‘"/y)_1

e For In (*/,)~>

Hence the mixed partial derivative of [ w.r.t x and y is

lyy (x,y) = ' In(w) 2+ 20y M n (w) P +y Hn (w) 2 =2y Hn (w) P

=y 'n (w) 2 (1 +w 4+ 2w n (w)t = 21n (w)71>
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F.2.1 Hessian of [

We have:
" (z,y)=—y 'ln(w) 2wt (1 +w 20 n(w)"t = 2In (w)fl)
Ly, (x,y) = —y i (w) 2w (1 +w 4+ 2w n(w)"t = 2In (w)_1>
1, (x,y) =y 'In (w) ™2 (1 +w 2w n(w)"t —2In (w)_l)
llylm (:II, y) = l;c/y (.CC, y)
If we let
k(w)=1+w"+2w ' In(w)™" =2 (w)™'
we get
Lz (2,y) = =y~ (w) 7k (w) w™!
_ 1 —2
_ -1 -2
Ly (@,y) =y~ In(w) " k (w)
_ -1 -2
1, (e.) =y~ In () 2k (w)

This gives a Hessian of

where
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G Derivation of m Gradient and Hessian

Throughout this derivation we make use of theorem 2.2.

Function:
In (*
m (a.y) = 0]
L=y
Defining w = %, we get:
In (w)
m(x,y) = —F————
e y(w—1)

G.1 Gradient Derivation

Partial derivative of m w.r.t «

2 (@—y)—In("y)

my(2,y) =
(z —y)°
1Y —In(%,)
Y2 (Y y — 1)2
1l-—wt—In(w)
P w—1)?
Partial derivative of m w.r.t y
x
uzln(y), u;:—g, v=2x—Y, v;:—l
1
—(x—y)+In(*
() = BT D)
(z —y)
_ 1+In(7/y) =y
(z —y)*
I+ In(w) —w
y? (w—1)*
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G.1.1 Gradient of m

1 (1w -
Vm(w,y)—yz(w_l)2< 1+In(w) —w )

B 1 (1 —In (w) — w_l)
_(a:—y)2 1+ In(w)—w

G.2 Hessian Derivation
Second partial derivative of m w.r.t =

The partial derivative of m w.r.t x is

1 =Y/ —In(%/y)
(z—y)?

ml, (z,y) =

we will differentiate this again w.r.t. x.

We split the sums and differentiate them separately, we will then form the second partial
derivative.

-2

e For (z —vy)
(-9 =—2@-y»~
e Tor (xyj;)Q
y /
((:r:—/xyf) :(x—ly)4 (_x?(x_y)Q_Q y(x_y))
1
T (z—y) <_x2(x_y)_2 3/)
1 2
T (if?’ i)
e
uzln(i), u;:%, U:(;pfy)Q’ v, =2(x—vy)



Hence the second partial derivative of m w.r.t z is

= L (Bs ) (122w (2)]

1 2
_3[4.y_y2_3+21n(y)]
-y 7 @ E

= [411)_1 —w?—-3+2n (w)}

Second partial derivative of m w.r.t y

The partial derivative of m w.r.t y is

1+ln(x/y)—x/y
(@ —y)°

my, (z,y) =

we will differentiate this again w.r.t. y.

We split the sums and differentiate them separately, we will then form the second partial
derivative.

e For (z —y)~2

(@=»7) =2@-9~

Ly ' 1 T
((w—y)2>y_ (:C—y)4 (—yg(:c—y)2+2 (H?—y))
1 T T
B (x —y)° (2‘y_3/2($_y))
1 r  a?
e



(5%5) ot (e sm (o)
- n(3) 1)
1 Y T
:W(“(y) -5
Hence the second partial derivative of m w.r.t y is

7ﬁﬂ%w=u:yf}+<MM3>_§+Q_<&§_§3]

1 [ 2
- 3+21n(x)—4-”3+$2
] y y oy

=— :3+2ln(w)—4w+w2}

Mixed partial derivative of m w.r.t r and y

The partial derivative of m w.r.t z is

1 =¥ —In(%/y)
(z—y)?

ml, (z,y) =

we will differentiate this again w.r.t. y.

We split the sums and differentiate them separately, we will then form the mixed partial
derivative.

e For (z —y) 2

(x—y) %) =2@—y)~°
)



Hence the mixed partial derivative of m w.r.t z and y is

miy, (z,y) =

e 2 (4 2) - () -5 )

:-2-an(3)
Ly Y

(z —y)°
1 I -1
= w—w  —2In(w
(x—y)° L (w)]
G.2.1 Hessian of m
‘We have:
my, (z,y) = 2In (w) + 4w —w 2 -3
z—y)? ( )
ml (x,y) = 21In (w) — 4w + w® + 3
vy (.’B _ y)S ( )
1
M, (2,y) = w—w'—2In (w)
! (x—y)° ( )
mgz (x’ y) = mgy (ZE, y)
Hence the Hessian is:
" "
VZm (1’, y) — (m:,t/:p (‘Ta y) mﬁy (.T, y))
My, (T, y) My, (2,y)

T (@—y)

1 (2 In(w) + 4wt —w=2 -3

w—wt—2In (w) )

w—wt —2In (w) 21n (w) — 4w + w? + 3
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H [ Polar Representation Derivatives of § functions

Through these derivations we make use of theorem 2.2.

Derivatives of Polar Representation of [ - § functions

We have that the polar representation of [ is

b (r,0) = f(r) -

where

g1(0) = cos(0) — sin(0)
g2(0) = 1In (cot(h))

The derivatives of these functions are:

g1(0) = —sin(#) — cos(6)
g5(0) = — csc(6) sec()

Derivatives of Polar Representation of VI - ¢ functions

We begin with the derivative of g(6) as it is the denominator of both functions.

g9(0) = In (cot(0))?
g (0) = — 2csc(f) sec(f) In (cot(H))
g"(0) = 2csc?(0) In (cot(h)) — 2sec?(A) In (cot(h)) + 2 csc?(6) sec?(6)
We now calculate the derivatives of ¢/*/(8) and gl¥!(), the numerators of the limits that
we are trying to prove.
g%(6) = tan(6) + In (cot(h)) — 1
g (0) = sec?(0) — csc(B) sec(8)
g @"(0) = 2sec?(0) tan(6) + csc?(6) — sec?(6)

g¥(6) = cot() — In (cot()) — 1
g"(0) = — esc?(0) + csc(B) sec()
g (0) = 2¢sc?() cot(h) — csc?(0) + sec?(6)
Derivatives of Polar Representation of V?[ - # functions
We begin with the derivatives of g(#) as it is the denominator of all three functions.

g(0) = 1n (cot(6))?

145



g'(0) = — 3csc(f) sec(8) In (cot(6))?
g"(0) = 3csc?(0) In (cot(6))? — 3sec(A) In (cot(0))? + 6 csc?(0) sec?(A) In (cot(6))
g®(0) = 18sec®(0) csc(0) In (cot(F)) — 18 csc®(H) sec(8) In (cot () — 6 esc?(6) cot(0) In (cot(6))?
— 6sec?(0) tan(6) In (cot(6))* — 6 csc? () sec®(0)

We now calculate the derivatives of gl*#(8), gl*¥/(9) and ¢l¥¥/(9), the numerators of the
limits that we are trying to prove.

g=1(0) = sec (0) In (cot (8)) + sec () tan(f) In (cot (0)) + 2 sec () tan(h) — 2sec (0)

g (9) = sec3(0) In (cot () + sec(d) tan?(0) In (cot () + sec(6) tan(f) In (cot (6))
— sec?(8) csc() + sec(0) + 2sec(f) tan®(0) — 2sec(f) tan(6)

g2 (9) = 5sec3(0) tan(0) In (cot (0)) + sec() tan®(8) In (cot (8)) + sec(f) tan?(#) In (cot ()
+ sec3(#) In (cot (A)) — sec(8) esc(8) — 5sec3(0) + sec(f) csc?()
+ 6sec3(0) tan(f) + 2sec(d) tan>(0) — 2sec(f) tan®(6)

g713)(9) = 18 sec®(#) tan?(#) In (cot (6)) + 5sec’(8) In (cot (A)) + sec(f) tan* () In (cot (8))

+ sec() tan®(0) In (cot () + 5sec®(A) tan(6) In (cot (8)) — 3sec’(6)
— sect(0) csc(8) + sec®(0) esc?(0) — 20 sec®(0) tan(6) + sec?(6) csc(h)
— 2csc3(6) + 23 sec3 () tan? () + 2sec(d) tan (9) — 2sec(f) tan®(0)

g™(0) = cse(f) In (cot(h)) + sec(f) In (cot(8)) + 2sec(d) — 2csc(h)

g®(0) = sec(f) tan() In (cot(h)) — csc() cot(8) In (cot(8)) — csc?(6) sec(h)
—sec?(6) csc(B) + 2sec() tan(f) + 2 csc(f) cot(H)

g (0) = csc®(0) In (cot(6)) + sec®(A) In (cot(0)) — sec? () + csc(0)
+ csc() cot?(A) In (cot(B)) + sec(8) tan?(#) In (cot(8)) + 2sec(f) tan?()
— 2csc() cot?(8) + sec(h) esc?(0) — csc(h) sec?(6)

g "13) () = 5sec(9) tan() In (cot(8)) — 5 csc® () cot () In (cot(6))

+ sec(f) tan®(0) In (cot(6)) — csc(f) cot®(A) In (cot(h))
— sec*(0) csc(6) — esc* (0) sec(f) + 2 sec(f) tan®(0) + 2 csc(6) cot®(0)
+ sec?(0) csc(f) — 2 csc®(0) 4 csc?(6) sec(d) — 2sec(0)

g () = csc(6) In (cot(h)) + cse(B) cot(A) In (cot(A)) + 2 cse(f) — 2 cse(8) cot(0)

g (0) = — csc(B) cot(B) In (cot () — cse(B) cot?(6) In (cot (6 )) — csc3(0) In (cot(8))
— csc?(0) sec(f) + csc?(0) + 2 csc(f) cot?(0) — 2 csc(h) cot(8)

g9 (6) = 5 csc®(0) cot(F) In (cot(6)) 4 csc(6) cot® () In (cot(h)) + csc(d) cot?(F) In (cot(0))
+ csc3(0) In (cot(8)) + esct(8) sec() + 5 esc(0) — csc() sec? (6)
— 6esc®(0) cot(6) — 2cesc(f) cot®(0) + 2 esc(f) cot?(0)

GG (9) = — 18 ¢sc®(8) cot?(8) In (cot(8)) — 5esc®(A) In (cot(h)) — csc(8) cot(A) In (cot(6))

— csc(f) cot® () In (cot () — 5 esc®(0) cot () In (cot () — 3 csc®(6)
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— csct(8) sec(8) + csc?(8) sec?(8) — 20 csc®(0) cot () + csc?(6) sec(h)
— 2sec3(0) + 23 csc®(0) cot?(0) + 2 csc(f) cot?(8) — 2 esc() cot?(0)
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I m Polar Representation Derivatives of 6 functions
Through these derivations we make use of theorem 2.2.

Derivatives of Polar Representation of m - # functions

We have that the polar representation of m is

ml (r,0) = p(r) -

where

q1(0) = In (cot(0))
q2(0) = cos(f) — sin(0)

The derivatives of these functions are:

q1(0) = — csc(0) sec(9)
q5(0) = —sin(f) — cos()

Derivatives of Polar Representation of Vm - 6 functions

We begin with the derivative of ¢(6) as it is the denominator of both functions.
a(6) = (cos(B) — sin(6))?
q(0) =2 (—sin(f) — cos()) (cos(0) — sin(h))
= -2 <cos2(9) - sin2(0))
= — 2cos(20)
q"(0) = 4sin(20)

We now calculate the derivatives of ¢/*/(8) and ¢l¥/(), the numerators of the limits that
we are trying to prove.
d™(6) =1 — In (cot(6)) — tan(0)
™) = csc(8) sec(8) — sec?(0)
™" (0) = — cse(8) cot(8) sec(8) + cse(h) sec() tan(f) — 2sec(d) tan(6) sec(d)
= sec?(6) — csc? () — 2sec?(0) tan()

q(0) = 1+ In (cot(0)) — cot(0)
" (0) = — csc(6) sec() + csc?(0)
d""(0) = csc(8) cot(8) sec(8) — csc(8) sec(h) tan(8) — 2 csc(8) cot(6) csc(d)
= csc?(8) — sec?(A) — 2 csc?() cot(6)
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Derivatives of Polar Representation of V?m - § functions

We begin with the derivatives of ¢(f) as it is the denominator of all three functions.

q(6) = (cos(6) —sin(f))”
¢'(0) = 3 (—sin() — cos(f)) (cos(#) — sin(6))?
= — 3(sin(0) 4 cos(9)) (cos(0) — sin()) (cos(d) — sin(h))
= -3 (cos 0) — sin2(0)) (cos(#) — sin(0))
= — 3cos(260) (cos(f) — sin(6))
q"(0) = 6sin(20) (cos(#) — sin(#)) — 3 cos(26) (— sin(f) — cos(6))
= 65sin(26) (cos(f) — sin(#)) + 3 cos(26) (sin(f) + cos(h))
¢ (0) = 12 cos(20) (cos(0) — sin(6)) + 6sin(20) (— sin(0) — cos(6))
— 6sin(20) (sin() + cos(#)) + 3 cos(26) (cos(f) — sin(h))
= 15c0s(26) (cos(f) — sin(#)) — 6 sin(20) (sin(6) + cos(f)) — 6sin(26) (sin(0) + cos(d))
= 15c0s(20) (cos(0) — sin(#)) — 12sin(260) (sin() + cos(d))

We now calculate the derivatives of ¢[*#(8), ¢l"¥(#) and ¢¥¥!(6), the numerators of the
limits that we are trying to prove.

¢"(0) = 21n (cot()) + 4tan(f) — tan(4) — 3
g7 (0) = — 2csc(6) sec(h) + 4sec?(0) — 2sec?(6) tan(6)
g"(0) = — 2 (= csc(B) cot(6) sec(8) + csc(8) sec(h) tan(6))
+ 4 (2sec(0) tan(0) sec(0))
-2 (2 sec(f) tan(f) sec(f) tan(h) + sec?(0) sec? (9))
= 2csc?(0) — 2sec?(0) + 8sec?(0) tan(f) — 4sec?(0) tan?(0) — 2sect(9)
G (9) = 2 (=2 ¢sc(8) ¢ c
— 2 (2sec(0) tan(0) sec(d))

¢ (0) = cot() — tan(d) — 21In (cot(6)
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d"(0) = — csc(0) — sec?(0) + 2 esc(6) sec(h)
(0 = 2 ese(8) cot(8) cse(f) — 2sec(B) tan(h) sec()
— 2 csc(f) cot(0) sec(f) + 2 csc(f) sec(P) tan(6)
= 2csc?(6) cot(8) — 2sec®(6) tan(h) — 2 csc?(0) + 2sec®(h)
™G (9) =2 (—2 csc(f) cot(6) esc(f) cot () — csc? (0 )cs02(0)>
-2 (2 sec(f) tan(f) sec(f) tan(h) + sec? (0 )sec2(0)>
+ 4 csc(f) cot(0) csc(0) 4 4sec(0) tan(0) sec(6)
= —4csc?(0) cot?(8) — 2csct () — 4sec? () tan?(9)
— 2sect(0) + 4 esc?(0) cot () + 4sec?(0) tan(h)

a"(0) = 21n (cot(h)) — 4 cot(8) + cot>(0) + 3
" (0) = — 2csc() sec(B) + 4 csc?(0) — 2 esc?(8) cot ()
g (6) = 2 csc(8) cot(8) sec(f) — 2 csc(8) sec() tan(h) — 8 csc(8) cot(8) csc(f)
+ 4 esc(B) cot(6) esc(B) cot(H) — 2 csc?(0) csc?(6)
= 2csc?(0) — 2sec?(0) — 8csc?(0) cot(H)
+ 4csc?(0) cot?(0) + 2 esct(6)
a0 (0) = — dcsc(B) cot(B) ese(8) — 4sec(h) tan(6) sec(8) + 16 csc(8) cot(8) cse(f) cot(6)
+ 8csc?(B) esc?(0) — 8 csc(h) cot(B) csc() cot?(F) — 8 esc?(6) esc?(6) cot ()
— 8csc(h) cot(8) csc®(6)
= —4csc?(0) cot(6) — 4sec’ () tan(f) + 16 csc?(0) cot?(0)
+ 8csct(0) — 8csc?(0) cot®(0) — 8 csct(0) cot(A) — 8 csc? () cot(8)
= —4dcsc?(0) cot(8) — 4sec? () tan(f) + 16 csc?(0) cot?(6)
+ 8 csct(h) — 8csc?(0) cot(0) — 16 csct(0) cot(8)
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