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Abstract. This report describes the development of a defolenaindel for
the automatic delineation of coronary artery cresstional areas with magnetic
resonance imaging. The method is validated witlorwary artery phantoms of
varying diameters and images with different levefssignal-to-noise ratios.
The reproducibility of the technique was examingthwimulated geometrical
shifts and motions during data acquisition. Theeexpental results indicate a
very high reproducibility and low inter-observerariability of the technique,
suggesting its suitability for non-invasive assemsnof serial changes of vessel
dilatation following pharmacological intervention.

1 INTRODUCTION

Change in vessel diameter induced by pharmacologitervention is a potential
indicator for endothelial vasodilate dysfunctior],[Which is an early marker of
atherosclerosis. The prognostic significance ofoimglial dysfunction has recently
been shown in patients both with [2, 3] and with{f]tcoronary artery disease. A
number of trials have indicated functional improesits in response to lipid-lowering
therapies and lifestyle modification [1].

Invasive techniques, such as quantitative coronangiography (QCA) or
intravascular ultrasound (IVUS), are typically used assessing vessel diameter
during catheterization. These techniques commaulffgisfrom risks associated with
clinical complications which have a small but sfgrint mortality rate. As an
alternative, Magnetic Resonance Coronary AngiogygbhRCA) is emerging as an
attractive technique for serial examination of ecamy artery dimensions. Although
compared to QCA the spatial resolution of MRCA nimey limited, and imaging is
complicated by both respiratory and cardiac motitthe lack of X-ray is highly
beneficial as repeat investigations would not bmitéd by ionizing radiation
regulations. Thus far, there are no reports on-igtied intra- study variabilities of the
technique and the reproducibility is unknown.



Preliminary investigation indicated that manual edetination of vessel cross-
sectional areas introduces considerable variaflity the use of MRCA for assessing
diameter changes would be greatly advanced by rtiementation of a suitable
automatic segmentation technique. The pursuiti;dhection is currently hampered
by the poor spatial resolution achievable, pavidlime effect and image degradation
resulting from residual cardiac and respiratory iolot By using a set of specially
created phantoms, the purpose of this study iseterthine the reproducibility of
MRCA and the accuracy of an automatic technique doantifying coronary
diameter.

2 MATERIAL AND METHODS
2.1 ImageAcquisition

All images for this study were acquired on a SiesnSonata scanner with maximum
gradient strength of 40 mT/m and maximum slew cdt200 mT/m/ms on each axis
independently. The phantoms consisted of 3 strdighs filled with diluted copper
sulphate solution. The diameters of the tubes V@etémm, 3.67mm and 4.55mm,
respectively, representing typical small, mediurd Emge proximal coronary arteries.
Cross-sectional segmented FLASH images of the twmse acquired with an in-
plane resolution of 0.49mm x 0.49mm and a slicektiess of 5mm. By varying the
acquisition duration, phantom images were acquatdtiree different levels of signal-
to-noise ratio (SNR) — ‘low’ = 3.4, ‘medium’ = 6ahd ‘high’ = 10.0 — which were
representative of the range of SNR levels obseimeidh vivo images of the same
resolution. The acquired images were categorisgrtimo simulation groups: (i) to
investigate partial volume effects and (i) to istigate the effects of motion during
the data acquisition period. In the first group, éach level of SNR, the tubes were
imaged as the field of view (FOV) was shifted b2 éam increments. In particular,
the increments for high and low SNR images were @®, 0.4, 0.6, 0.8, and 1.0 mm
in the x direction and 0.0, 0.2, 0.4, 0.6, 0.8 and 1.0 mnthiey direction, which
resulted in a total of 11 images. For medium SNRwges, the increments were
permuted for each of the andy shifts, thus resulting in a total of 36 imageseTh
second group contains images corresponding to ithe group but with different
levels of random motion of the imaging FOV appliedthe frequency encoding
direction during the acquisition period, In thioogp, a total of 6 acquisitions were
performed at each level of SNR with the degree afion increasing from Omm to +/-
2.5mm in increments of 0.5mm.

2.2 Building Statistical Shape M odels

For the automatic quantification of vessel sizatatistical deformable shape model
was used for this study. Unlike the traditional {®wvel image processing techniques,
image segmentation based on deformable models][4s Bapable of extracting
shapes by exploiting priori knowledge about the size and shape of anatomical
structures. It can account for significant variapibf biological structures over time



and across different individuals. The Active Shafmdel (ASM) [5, 6], for instance,
represents a parametric deformable structure basesdatistical modelling of global
shape variations derived from a training set. Dyrisegmentation, the model
iteratively deforms to fit to unseen objects buthwideformation constrained by
principal modes of variation as dictated by thénirey set. A variation of the ASM
was implemented for this study for assessing bdi inter- and intra- study
variabilities of MRCA by using the aforementiondthptom image data sets.

An experienced observer was asked to delineatertiss-section of the vessels on 65
high-resolutionin vivo segmented FLASH images. Each cross-section was then
modelled as a parametric contour, uniformly samphéth 45 control points. To
ensure that the principal modes of variation receddy ASM reflects the intrinsic
shape variation of the training data, the initiak@ of the training contours needs to
registered. The problem can be formulated as gimngget of vector sampléxi}inl1
to determine rotatio8;, scalings, and translationtg, t,); such that the following LMS
error is minimised:
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In Equation (1), parameteks andt are given by,
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whereK = 45 is the dimension of a given sample indexedt. byhis leads to a set of
four linear equations
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The pose parametef, s andt;, can therefore be solved by using standard matrix
manipulation. In this study, an iterative scheme was used.



In order to capture the principal modes of variation of thgnatl shapes, Principal
Component Analysis (PCA) was applied to the covariance xnaftrihe training set
so that a statistical Point Distribution Model (PDM) f&n be derived. The PDM
forms a linear space where any given sample can then be apatecxiop to a given
accuracy by using a linear combination of orthogonal biasis,

X=X+Ph, (4)

where X is the mean shapB; is a set of orthogonal modes of variation gt a set
of shape parameters. The derived PDM represents a robust parateéirmable
structure, which captures the plausible variations of theriaset.

2.3 ImageAnalysis

To improve the quality of the image data, structural adajtivgotropic filtering [7]
was applied to each image prior to segmentation. Unlike seational isotropic
filter, such as the Gaussian kernel, this filter presidatisfactory results even for low
SNR cases while still preserving detailed structural featdtisr the filtering, each
image was zoomed§) and histogram equalised, that is,
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wherel (x) is the image intensity value at locatimrand p is the probably density
function on the intensity histogram. The constraint fatiein (5) controls the upper-
limit of histogram stretching. Cross-sectional area of eabh tvas then determined
by using the statistical shape model [5]. The user was rBagiired to mark the
approximate centre of the vessel, local deformation was thdieédfyy iteratively
varying the first 7 modes of variation based on the ASMagur until convergence.
The closed form solution to this minimization problesrgiven by the projection of
the residual vectors onto the eigenspace, that is,

bi+1 - bi + PTdXi

Xi+1 :Xi +Pbi+1 (6)
whereb' is the shape parameter at tffeiteration, P is a matrix containing the
eigenvectors which describe the principal modes of variationdgnis the residual
vector. The back projection is to ensure that the new genegathshtion is not only
fitted with the image data but also satisfied by the vamatifound in the training.
The remaining shape variation of the contour was then caphyragsing a local
search algorithm based on a medialness function [8] defindtetgllowing integral:
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where, at a given scaée B is defined as
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In (7), L (p, o) is the filtered version of the image intensitystdbution after
convolution with a Guassian kernel with standardiatéon . The constanin
specifies the amount of directional weighting o titoundary operator. The values of
n= 2 ands = 1 were used for this study.

2.4 Assessment of Errors

Bland Altman analysis was performed to assess lttta and inter observer
variability. Intra-observer variability (reprodudiby) was calculated as the standard
deviation of the signed differences of vessel di@mmeasured on two occasions on
low SNR images as the FOV was shifted by 0, 0.2, 0.6, 0.8 and 1.0 ir andy
directions. The low SNR dataset was chosen a®estwease’ dataset. Inter-observer
variability was determined for both high and low BNlatasets as the standard
deviation of the signed differences of the vessmlméter measured by two
independent observers.

To determine the effect of motion on the segmemmatesult, the standard deviations
of tube diameters (as a percentage of the meard eaculated with different levels
of motion applied during image acquisition as diesct in 2.1.

3 RESULTSAND DISCUSSION

In Fig. 1, (a) represents a set of images withedififit levels of SNR, (b) illustrates
images acquired with high SNR and different amafrtranslation, and (c) shows
the same high SNR acquisition but with differenels of motion during acquisition.
Based on the 65 training samples used in the exrpeti Fig. 2 illustrates the
statistical variation captured by the first threed®s of PCA with the two extremes
varied by+3c. It is evident that elliptical variation due tomperpendicular cross-
section is well captured by the model. The actuagmm interface used for both
vitro andin vivo validation is illustrated in Fig. 3. For all remibresented here, the
zoom factor used was kept &6



(c-1) (c-2) (c-3)

Figure 1. (a-1)-(a-3) Images acquired with low, medium, aightSNRs. (b-1)-(b-3)
High SNR images with simulated FOV shift at 0.04 @nd 1.0 mm along the ??
direction. (c-1)-(c3) The same high SNR acquisitirt with 0.0, 1.0, and 2.0 mm
motions.

For detailed error analysis, a total 76 images vamaysed. Fig. 4 plots the variation
of the measured tube diameter from the high SNRy@savith FOV shifted from 0.0
to 1.0 mm in bothx and y directions with 0.2mm increments. The standard
deviation/mean for large, medium and small sizeesulvas 1.1, 1.05 and 1.32%,
respectively. Similarly, Figs. 5 and 6, plot theduliameters for different FOV shifts



for the medium and low SNR images. Unlike in higid dow SNR cases, there were
36 images altogether for medium SNR, correspondimgpermutedx and y
translations. In this case, the standard deviatieah for large, medium and small
size tubes was 1.32, 1.27 and 2.01%. The corregmprdlues for low SNR images
were 1.65, 1.57 and 2.00%, respectively. It is enidthat the standard deviation
decreases as SNR and vessel size increase.

The scatter plots in Fig 7 demonstrate the inteseoler variability of the measured
vessel diameter by two independent observers oh fiejt) and low (right) SNR
images, respectively. The regression in both casdigates a good correlation
between the two measurements, implying the robsstmd the algorithm against
noise. Further analysis showed the reproduciblth@falgorithm with the mean (+/-
SD) difference between repeat analyses of the taghlution images being 0.0 mm,
+/-0.0024, +/-0.0059 and +/- 0.0086 mm. These \wluere measured from low SNR
images and quoted for large, medium, and small\szsels respectively. The results

of Bland Altman analysis are shown in Fig. 8.
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Figure 2. The variation captured by the first three principaldes of variation of the statistical
shape model where the shape parameters were Wgrieb.

Fig. 9 illustrates the effect of motion on the mead vessel diameters. It can be seen
from the graphs that the same degree of appliedbmbts a similar effect on all tube
sizes. The standard deviation is high for the lsirgebe and decreased as the tube
sizes, except in low SNR case where the inverseiés It is interesting to note that
for a given vessel size, the standard deviatioh vaspect to simulated motions does
not correlate well with the level of SNR, which seeto imply that the two effects are
somewhat decoupled.

In general, good quality data were obtained irfd0%) of the 76 images studied. As
such, it should be feasible to use serial magnesonance imaging to determine



vessel diameter response to vasodilators, as ns&tddies of endothelial function or
to other pharmacological interventions.
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Figure 3. The software interface used for vessel delineation
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Figure 4. Variations of the measured tube diameters (mmhigh SNR images as the FOV
was shifted by 0.0, 0.2, 0.4, 0.8, and 1.0 mmamdy directions.
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Figure 5. Variations of the measured vessel diameters (mmjriedium SNR images as the
FOV was shifted by 0.0, 0.2, 0.4, 0.8, and 1.0 nfongthex andy directions.
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Figure 6. Variations of the measured vessel diameters (mmlofe SNR images as the FOV
was shifted by 0.0, 0.2, 0.4, 0.8, and 1.0 mm atbeg andy directions.

4 CONCLUSIONS

Extracting structures from medical images and rstraoting their geometric
representations is a challenging task. The presehneise and motion artefacts has
significant influence on the accuracy of structudglineation. In this study,
segmented FLASH was chosen as the imaging techaigjuieis robust and 0.49 mm
in-plane resolution was relatively easy to achidre practical applications. If
comparisons are to be made with intravascularadirad and quantitative coronary



angiography, it is important to be aware what im¢pémaged with each technique.
Quantitative coronary angiography delineates theselelumen whereas intravascular
ultrasound images the vessel walks,, the inner boundary of which demarcates the
lumen. Dark blood turbo spin-echo delineates thierouost extent of the vessel by
imaging the high intensity epi-cardial fat surroungdit whereas segmented FLASH,
images both blood (lumen) and vessel wall withliteod signal being increased due
to through-plane flow enhancement. To standardiseassessment, we are currently
implementing a coupled ASM algorithm that is aldles¢gment both lumen and vessel
wall simultaneously.
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Figure 7. Scatter plots showing the inter-observer varigbit the measured vessel diameters
on high (left) and low (right) SNR images when F@&\shifted.

Compared to other techniques, MRCA has the majoargdges of being non-
invasive and without ionising radiation. In thisudy, it has shown a similar
variability to quantitative coronary angiography gerial acquisitions. Of note
however, is that as the MRCA images are acquired avyeriod of approximately 2
minutes, they may be degraded if the heart ratarisble during the scanning period
or if the heart rate is substantially increasechwibarmacological intervention. This
factor, simulated as the motion in this experimerticates an ambiguity contributing
to the measured results. As a result, further itig@on on this issue is required. It is
important to note that changes in coronary bloosvfmay also alter the degree of
through-plane enhancement of the blood signal éwhihe vessel wall remains
unchanged) and this may alter the appearance ofebgel and the area segmented.
For this reason, histogram equalisation was fipgiliad to the image to reduce the
variations. It should also be taken into accouit tfhe images studied here were
phantom, and although the range of vessel diametasslarge (3.0 mm — 4.8 mm),
the absence of disease may have resulted in betgere quality than would have
been obtained in a population with coronary artBsgase.
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Figure 8. Bland Altman plots showing the reproducibility diet segmentation results as
derived from low SNR images when FOV was shifted.
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Figure 9. The effect of motion on the measured vessel diaimébe images acquired with high
(solid line), medium (black-dotted line) and lovedrdotted line) SNRs, where in each graph
the acquisition indices correspond to 0, 0.5, 1.8, 2.0, and 2.5 mm motion induced during
acquisition.

In conclusion, we have developed an automated sagtien technique for the
analysis of coronary artery cross-sectional aredth, detailed error analysis applied
to coronary artery phantoms. It has been showrthieatechnique developed has good



inter and intra observer variability under a ranfi&NR levels, similar to those found
in in vivo images. It has also been shown that the methaedlasvely immune to
motion during data acquisition, which may occur ttwémperfect respiratory gating.
The method developed has a high reproducibility cwhéliminates the need for
manual delineation of the vessels and makes leal candidate for serial assessment
of coronary artery images.
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